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will focus exclusively on the XML syntax used to configure Pacemaker's Cluster Information Base (CIB).
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Document Conventions

Thismanual uses several conventionsto highlight certain words and phrases and draw attention to specific
pieces of information.

Typographic Conventions

Four typographic conventions are used to call attention to specific words and phrases. These conventions,
and the circumstances they apply to, are as follows.

Mono- spaced Bol d

Used to highlight system input, including shell commands, file names and paths. Also used to highlight
keys and key combinations. For example:

To see the contents of the file my_next _bestsel | i ng_novel in your current
working directory, enter the cat my_next_bestselling_novel command at the shell
prompt and press Enter to execute the command.

The above includes a file name, a shell command and a key, all presented in mono-spaced bold and all
distinguishable thanks to context.

Key combinations can be distinguished from an individual key by the plus sign that connects each part
of akey combination. For example:

Press Enter to execute the command.
Press Ctrl+Alt+F2 to switch to avirtual terminal.

The first example highlights a particular key to press. The second example highlights a key combination:
aset of three keys pressed simultaneously.

If source codeisdiscussed, class names, methods, functions, variable names and returned values mentioned
within a paragraph will be presented as above, in nono- spaced bol d. For example:

File-related classesincludef i | esyst emfor filesystems, f i | e for files, and di r for
directories. Each class hasits own associated set of permissions.

Proportional Bold

This denotes words or phrases encountered on a system, including application names; dialog-box text;
labeled buttons; check-box and radio-button labels; menu titles and submenu titles. For example:

Xii
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Choose System - Preferences ~ Mouse from the main menu bar to launch Mouse
Preferences. In the Buttons tab, select the L eft-handed mouse check box and click Close
to switch the primary mouse button from the left to the right (making the mouse suitable
for use in the left hand).

To insert a special character into a gedit file, choose Applications - Accessories -
Character Map from the main menu bar. Next, choose Search - Find... from the
Character Map menu bar, type the name of the character in the Search field and click
Next. The character you sought will be highlighted in the Character Table. Double-click
this highlighted character to place it in the Text to copy field and then click the Copy
button. Now switch back to your document and choose Edit - Pastefrom the gedit menu
bar.

Theabovetext includes application names; system-wide menu names and items; application-specific menu
names,; and buttons and text found within a GUI interface, all presented in proportional bold and all
distinguishable by context.

Mono- spaced Bold ItalicorProportional Bold Italic

Whether mono-spaced bold or proportional bold, the addition of italics indicates replaceable or variable
text. Italicsdenotestext you do not input literally or displayed text that changes depending on circumstance.
For example:

To connect to a remote machine using ssh, type ssh user nane@dormai n. nane at
a shell prompt. If the remote machine is exanpl e. comand your username on that
machine is john, type ssh john@example.com.

Themount -oremount f i | e- syst emcommand remounts the named file system. For
example, to remount the/ hone file system, the command ismount -oremount /home.

To seetheversion of acurrently installed package, usetherpm -q package command.
It will return aresult asfollows: package- ver si on-r el ease.

Note the words in bold italics above: username, domain.name, file-system, package, version and release.
Each word is a placeholder, either for text you enter when issuing a command or for text displayed by
the system.

Aside from standard usage for presenting the title of a work, italics denotes the first use of a new and
important term. For example:

Publican is a DocBook publishing system.

Pull-quote Conventions

Terminal output and source code listings are set off visually from the surrounding text.
Output sent to aterminal is set in nbno- spaced ronan and presented thus:

books Deskt op docunentation drafts nss phot os stuff svn
books tests Desktopl downl oads i mrages notes scripts svgs

Source-code listings are also set in mono- spaced r onman but add syntax highlighting as follows:

package org.j boss. book. j ca. ex1;

i mport javax.nam ng.Initial Context;
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public class Exdient

{
public static void main(String args[])
t hrows Exception
{
Initial Context iniCx = new Initial Context();
hj ect ref = ini & x. | ookup("EchoBean");
EchoHorme hone = (EchoHone) ref;
Echo echo = hone.create();
Systemout.println("Created Echo");
System out. println("Echo.echo('Hello") =" + echo.echo("Hello"));
}
}

Notes and Warnings

Finally, we use three visual stylesto draw attention to information that might otherwise be overlooked.

Note

Notes are tips, shortcuts or alternative approachesto the task at hand. Ignoring a note should have
No negative consequences, but you might miss out on atrick that makes your life easier.

I mportant

Important boxes detail things that are easily missed: configuration changes that only apply to
the current session, or services that need restarting before an update will apply. Ignoring a box
labeled “Important” will not cause data loss but may cause irritation and frustration.

Warning

Warnings should not be ignored. Ignoring warnings will most likely cause data loss.

We Need Feedback!

If you find atypographical error in thismanual, or if you have thought of away to make thismanual better,
we would love to hear from you! Please submit areport in Bugzi llat against the product Pacemaker.

When submitting a bug report, be sure to mention the manual's identifier: Pacemaker_Explained

If you have asuggestion for improving the documentation, try to be as specific as possible when describing
it. If you have found an error, please include the section number and some of the surrounding text so we

can find it easily.

L http://bugs.clusterlabs.org

Xiv
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The Scope of this Document

This document is intended to be an exhaustive reference for configuring Pacemaker.

To achieve this, it focuses on the XML syntax used to configure the CIB. For those that are alergic to
XML, multiple higher-level front-ends (both command-line and GUI) are available. These tools will not
be covered at all in this document *.

Users may be interested in other parts of the Pacemaker documentation set [https://www.clusterlabs.org/
pacemaker/doc/], such as Clusters from Scratch, a step-by-step guide to setting up an example cluster, and
Pacemaker Administration, a guide to maintaining a cluster.

What Is Pacemaker?

Pacemaker isahigh-availability cluster resource manager — softwarethat runson aset of hosts (acluster
of nodes) in order to preserve integrity and minimize downtime of desired services (resources). 21tis
maintained by the ClusterL abs [https://www.ClusterLabs.org/] community.

Pacemaker’ s key featuresinclude:

* Detection of and recovery from node- and service-level failures

« Ability to ensure data integrity by fencing faulty nodes

 Support for one or more nodes per cluster

 Support for multiple resource interface standards (anything that can be scripted can be clustered)
 Support (but no requirement) for shared storage

 Support for practically any redundancy configuration (active/passive, N+1, etc.)

» Automatically replicated configuration that can be updated from any node

« Ability to specify cluster-wide relationships between services, such as ordering, colocation and anti-
colocation

» Support for advanced service types, such as clones (services that heed to be active on multiple nodes),
stateful resources (clones that can run in one of two modes), and containerized services

4 hope, however, that the concepts explained here make the functionality of these tools more easily understood.
2 Cluster is sometimes used in other contexts to refer to hosts grouped together for other purposes, such as high-performance computing (HPC),
but Pacemaker is not intended for those purposes.
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Unified, scriptable cluster management tools
Fencing

Fencing, aso known as STONITH (an acronym for Shoot The Other Node In The Head), is the
ability to ensure that it is not possible for a node to be running a service. This is accomplished
via fence devices such as intelligent power switches that cut power to the target, or intelligent
network switches that cut the target’ s access to the local network.

Pacemaker represents fence devices as a special class of resource.

A cluster cannot safely recover from certain failure conditions, such as an unresponsive node,
without fencing.

Cluster Architecture

At ahigh level, a cluster can be viewed as having these parts (which together are often referred to as the
cluster stack):

Resour ces: These are the reason for the cluster’s being— the services that need to be kept highly
available.

Resour ce agents. These are scripts or operating system components that start, stop, and monitor
resources, given a set of resource parameters. These provide a uniform interface between Pacemaker
and the managed services.

Fence agents: These are scripts that execute node fencing actions, given a target and fence device
parameters.

Cluster membership layer: This component provides reliable messaging, membership, and quorum
information about the cluster. Currently, Pacemaker supports Corosync [http://www.corosync.org/] as
thislayer.

Cluster resour cemanager: Pacemaker providesthe brain that processes and reactsto eventsthat occur
in the cluster. These events may include nodes joining or leaving the cluster; resource events caused by
failures, maintenance, or scheduled activities; and other administrative actions. To achieve the desired
availability, Pacemaker may start and stop resources and fence nodes.

Cluster tools: These provide an interface for users to interact with the cluster. Various command-line
and graphical (GUI) interfaces are available.

Most managed services are not, themselves, cluster-aware. However, many popular open-source cluster
filesystems make use of acommon Distributed Lock Manager (DL M), which makesdirect use of Corosync
for its messaging and membership capabilities and Pacemaker for the ability to fence nodes.

Figure 1.1. Example Cluster Stack

Pacemaker Architecture

Pacemaker itself is composed of multiple daemons that work together:

e pacemakerd
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 pacemaker-attrd
» pacemaker-based
* pacemaker-controld
» pacemaker-execd
» pacemaker-fenced

 pacemaker-schedulerd

Figure 1.2. Internal Components

The Pacemaker master process (pacemakerd) spawns all the other daemons, and respawns them if they
unexpectedly exit.

The Cluster Information Base (CIB) is an XML [https://en.wikipedia.org/wiki/XML] representation of
the cluster’ s configuration and the state of all nodes and resources. The CIB manager (pacemaker-based)
keeps the CIB synchronized across the cluster, and handles requests to modify it.

The attribute manager (pacemaker-attrd) maintains a database of attributes for al nodes, keeps it
synchronized acrossthe cluster, and handles requeststo modify them. These attributes are usually recorded
inthe CIB.

Given a snapshot of the CIB as input, the scheduler (pacemaker-schedulerd) determines what actions are
necessary to achieve the desired state of the cluster.

The local executor (pacemaker-execd) handles requests to execute resource agents on the local cluster
node, and returns the result.

The fencer (pacemaker-fenced) handles requests to fence nodes. Given atarget node, the fencer decides
which cluster node(s) should execute which fencing device(s), and calls the necessary fencing agents
(either directly, or viarequests to the fencer peers on other nodes), and returns the result.

The controller (pacemaker-controld) is Pacemaker's coordinator, maintaining a consistent view of the
cluster membership and orchestrating all the other components.

Pacemaker centralizes cluster decision-making by el ecting one of the controller instances asthe Designated
Controller (DC). Should the elected DC process (or the nodeit ison) fail, anew oneis quickly established.
The DC respondsto cluster events by taking a current snapshot of the CIB, feeding it to the scheduler, then
asking the executors (either directly on the local node, or via requests to controller peers on other nodes)
and the fencer to execute any necessary actions.

Old daemon names

The Pacemaker daemons were renamed in version 2.0. You may still find references to the old
names, especially in documentation targeted to version 1.1.

Old name New name

attrd pacemaker-attrd
cib pacemaker-based
crmd pacemaker-controld
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Old name New name

[rmd pacemaker-execd
stonithd pacemaker-fenced
pacemaker_remoted pacemaker-remoted

Node Redundancy Designs

Pacemaker supports practically any node redundancy configuration [https://en.wikipedia.org/wiki/High-
availability _cluster#Node _configurations] including Active/Active, Active/Passive, N+1, N+M, N-to-1
and N-to-N.

Active/passive clusters with two (or more) nodes using Pacemaker and DRBD [https://en.wikipedia.org/

wiki/Distributed Replicated_Block_Device] are a cost-effective high-availability solution for many
situations. One of the nodes provides the desired services, and if it fails, the other node takes over.

Figure 1.3. Active/Passive Redundancy

Pacemaker also supports multiple nodes in a shared-failover design, reducing hardware costs by alowing
several active/passive clusters to be combined and share a common backup node.

Figure 1.4. Shared Failover

When shared storageis available, every node can potentially be used for failover. Pacemaker can even run
multiple copies of services to spread out the workload.

Figure 1.5. N to N Redundancy
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Configuration Layout

The cluster is defined by the Cluster Information Base (CIB), which uses XML notation. The simplest
CIB, an empty one, looks like this:

Example 2.1. An empty configuration

<cib crmfeature_set="3.0.7" validate-w th="pacenaker-1.2" adm n_epoch="1" epoch="
<confi guration>
<crmconfig/>
<nodes/ >
<resources/ >
<constraints/>
</ configuration>
<status/>
</ ci b>

The empty configuration above contains the major sections that make up a CIB:

» ci b: Theentire CIB isenclosed with aci b tag. Certain fundamental settings are defined as attributes
of thistag.

e configuration: This section—the primary focus of this document— contains traditional
configuration information such aswhat resourcesthe cluster serves and the relationshi psamong them.

e crm_confi g: cluster-wide configuration options

» nodes: the machines that host the cluster

e resour ces: the servicesrun by the cluster

e constrai nt s: indications of how resources should be placed

e status: This section contains the history of each resource on each node. Based on this data, the
cluster can construct the complete current state of the cluster. The authoritative sourcefor this section
isthelocal executor (pacemaker-execd process) on each cluster node, and the cluster will occasionally
repopul ate the entire section. For thisreason, it isnever written to disk, and administrators are advised
against modifying it in any way.

In this document, configuration settings will be described as properties or options based on how they are
defined in the CIB:

» Properties are XML attributes of an XML element.

» Options are name-value pairs expressed asnvpai r child elements of an XML element.
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Normally, you will use command-line tools that abstract the XML, so the distinction will be unimportant;
both properties and options are cluster settings you can tweak.

CIB Properties

Certain settings are defined by CIB properties (that is, attributes of the ci b tag) rather than with the rest
of the cluster configuration in the conf i gur at i on section.

The reason is simply a matter of parsing. These options are used by the configuration database which is,
by design, mostly ignorant of the content it holds. So the decision was made to place them in an easy-
to-find location.

Table2.1. CIB Properties

Field Description

adm n_epoch When a node joins the cluster, the cluster performs a check to see
which node has the best configuration. It asks the node with the
highest (adm n_epoch, epoch, num updat es) tupleto replace
the configuration on all the nodes— which makes setting them, and
setting them correctly, very important. adm n_epoch is never
modified by the cluster; you can use this to make the configurations
on any inactive nodes obsolete. Never set thisvalueto zero. In

such cases, the cluster cannot tell the difference between your
configuration and the "empty" one used when nothing is found on

disk.

epoch The cluster increments this every time the configuration is updated
(usually by the administrator).

num updat es The cluster increments this every time the configuration or status
is updated (usually by the cluster) and resetsit to 0 when epoch
changes.

validate-wth Determines the type of XML validation that will be done on the

configuration. If set to none, the cluster will not verify that updates
conform to the DTD (nor reject ones that don’t). This option can be
useful when operating a mixed-version cluster during an upgrade.

cib-last-written Indicates when the configuration was last written to disk. Maintained
by the cluster; for informational purposes only.

have- quorum Indicatesif the cluster has quorum. If false, this may mean that
the cluster cannot start resources or fence other nodes (see no-
quor um pol i cy below). Maintained by the cluster.

dc-uuid Indicates which cluster node is the current leader. Used by the cluster
when placing resources and determining the order of some events.
Maintained by the cluster.

Cluster Options

Cluster options, as you might expect, control how the cluster behaves when confronted with certain
situations.

They are grouped into sets within the cr m _conf i g section, and, in advanced configurations, there may
be more than one set. (Thiswill be described later in the section on Chapter 8, Rules where we will show
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how to have the cluster use different sets of options during working hours than during weekends.) For
now, we will describe the simple case where each option is present at most once.

You can obtain an up-to-date list of cluster options, including their default values, by running the man
pacemaker - schedul erd and man pacemaker - cont r ol d commands.

Table2.2. Cluster Options

Option Default |Description

cl ust er - name An (optional) name for the cluster asawhole. This
ismostly for users convenience for use asdesired in
administration, but this can be used in the Pacemaker
configuration in rules (asthe#cl ust er - name node
attribute). It may also be used by higher-level tools when
displaying cluster information, and by certain resource
agents (for example, the ocf : hear t beat : G-S2 agent
stores the cluster name in filesystem meta-data).

dc-version Version of Pacemaker on the cluster’s DC. Determined
automatically by the cluster. Often includes the hash which
identifies the exact Git changeset it was built from. Used
for diagnostic purposes.

cl uster- The messaging stack on which Pacemaker is currently
i nfrastructure running. Determined automatically by the cluster. Used for
informational and diagnostic purposes.

no- quorum policy |[stop What to do when the cluster does not have quorum.
Allowed values:

e i gnore: continue al resource management

» freeze: continue resource management, but don’t
recover resources from nodes not in the affected
partition

» st op: stop al resourcesin the affected cluster partition

» denot e: demote promotable resources and stop all
other resourcesin the affected cluster partition

* sui ci de: fenceall nodesin the affected cluster
partition

batch-linmt 0 The maximum number of actions that the cluster may
execute in parallel across all nodes. The "correct” value
will depend on the speed and load of your network and
cluster nodes. If zero, the cluster will impose adynamically
calculated limit only when any node has high load.

mgration-limt -1 The number of live migration actions that the cluster is
allowed to executein parallel on anode. A value of -1
means unlimited.

synmmetric-cl uster |TRUE Can all resources run on any node by default?

stop-all - FALSE | Should the cluster stop all resources?
resour ces
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Option Default |Description

st op- or phan- TRUE Should deleted resources be stopped? This value takes

resources precedence over i s- managed (i.e. even unmanaged
resources will be stopped if deleted from the configuration
when thisvalue is TRUE).

st op- or phan- TRUE Should deleted actions be cancelled?

actions

start-failure-is- |TRUE Should afailure to start aresource on a particular node

fatal prevent further start attempts on that node? If FALSE,
the cluster will decide whether the same nodeis still
eligible based on the resource’s current failure count
andmi gration-threshol d (seethe section called
“Handling Resource Failure”).

enabl e-start up- TRUE Should the cluster check for active resources during

pr obes startup?

mai nt enance- node |FALSE | Should the cluster refrain from monitoring, starting and
stopping resources?

st oni t h- enabl ed TRUE Should failed nodes and nodes with resources that can’t be
stopped be shot? If you value your data, set up aSTONITH
device and enable this.
If true, or unset, the cluster will refuse to start resources
unless one or more STONITH resources have been
configured. If false, unresponsive nodes are immediately
assumed to be running no resources, and resource takeover
to online nodes starts without any further protection (which
means data loss if the unresponsive node still accesses
shared storage, for example). Seeaso ther equi r es
meta-attribute in the section called “ Resource Options’.

stonith-action reboot Action to send to STONITH device. Allowed values are
r eboot and of f . Thevalue power of f isalso allowed,
but is only used for legacy devices.

stonith-tinmeout 60s How long to wait for STONITH actions (reboot, on, off) to
complete

st oni t h- max- 10 How many times fencing can fail for atarget before the

attenpts cluster will no longer immediately re-attempt it.

st oni t h- wat chdog- |0 If nonzero, along with have- wat chdog=t r ue

ti meout

automatically set by the cluster, when fencing is required,
watchdog-based self-fencing will be performed via

SBD without requiring a fencing resource explicitly
configured. If st oni t h- wat chdog- ti neout

is set to a positive value, unseen nodes are assumed

to self-fence within this much time. WARNI NG It

must be ensured that this value is larger than the
SBD_WATCHDOG_TI MECUT environment variable on
all nodes. Pacemaker verifies the settingsindividually on
all nodes and prevents startup or shuts down if configured
wrongly on the fly. It's strongly recommended that
SBD_WATCHDOG _TI MEQUT is set to the same value on
al nodes. If st oni t h-wat chdog-ti neout issetto
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Option

Default

Description

anegative value, and SBD_WATCHDOG Tl MEQUT is set,
twice that value will be used. WARNI NG In this case,
it's essential (currently not verified by pacemaker) that
SBD WATCHDOG_TI MEQUT is set to the same value on
all nodes.

concurrent -
fenci ng

FALSE

Isthe cluster allowed to initiate multiple fence actions
concurrently?

f ence-reacti on

stop

How should a cluster node react if notified of its own
fencing? A cluster node may receive notification of its own
fencing if fencing is misconfigured, or if fabric fencing is
in use that doesn’t cut cluster communication. Allowed
values are st op to attempt to immediately stop pacemaker
and stay stopped, or pani c to attempt to immediately
reboot the local node, falling back to stop on failure.

The default islikely to be changed to pani ¢ in afuture
release. (since 2.0.3)

priority-fencing-
del ay

Apply specified delay for the fencings that are targeting
the lost nodes with the highest total resource priority in
case we don't have the majority of the nodesin our cluster
partition, so that the more significant nodes potentially
win any fencing match, which is especially meaningful
under split-brain of 2-node cluster. A promoted resource
instance takes the base priority + 1 on calculation if the
base priority is not 0. Any static/random delays that are
introduced by pcnk_del ay_base/ max configured
for the corresponding fencing resources will be added to
this delay. This delay should be significantly greater than,
safely twice, the maximum pcnk_del ay_base/ max.
By default, priority fencing delay is disabled. (since 2.0.4)

cl uster-del ay

60s

Estimated maximum round-trip delay over the network
(excluding action execution). If the DC requires an action
to be executed on another node, it will consider the action
failed if it does not get aresponse from the other node in
this time (after considering the action’s own timeout). The
"correct” value will depend on the speed and load of your
network and cluster nodes.

dc-deadti me

20s

How long to wait for a response from other nodes during
Startup.

The "correct” value will depend on the speed/load of your
network and the type of switches used.

cluster-ipc-limt

500

The maximum | PC message backlog before one cluster
daemon will disconnect another. Thisis of usein large
clusters, for which agood value is the number of resources
in the cluster multiplied by the number of nodes. The
default of 500 is also the minimum. Raise thisif you see
"Evicting client" messages for cluster daemon PIDs in the
logs.
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Option Default |Description

pe-error-series- |-1 The number of PE inputs resulting in ERRORS to save.

max Used when reporting problems. A value of -1 means
unlimited (report all).

pe-war n-seri es- -1 The number of PE inputs resulting in WARNINGs to

nmax save. Used when reporting problems. A value of -1 means
unlimited (report al).

pe-input-series- |-1 The number of "normal" PE inputs to save. Used when

max reporting problems. A value of -1 means unlimited (report
al).

pl acenent - default How the cluster should allocate resources to nodes (see

strat egy Chapter 12, Utilization and Placement Strategy [116]).
Allowed valuesaredef aul t,uti | i zati on,
bal anced, and m ni nal .

node- heal t h- none How the cluster should react to node health attributes

strat egy (see the section called “Tracking Node Health”). Allowed
valuesarenone, m gr at e- on-r ed, onl y- gr een,
pr ogr essi ve, and cust om

enabl e- acl FALSE | Whether access control lists (ACLS) (see Chapter 13,
ACLSs) can be used to authorize modifications to the CIB.

node- heal t h-base |0 The base health score assigned to anode. Only used when
node- heal t h- strat egy ispr ogr essi ve.

node- heal t h-green |0 The score to use for anode health attribute whose valueis
gr een. Only used when node- heal t h- str at egy is
pr ogr essi ve or cust om

node- heal t h- 0 The scoreto use for anode health attribute whose value is

yel | ow yel | ow. Only used when node- heal t h- strat egy is
progressi ve or cust om

node- heal t h-red 0 The score to use for anode health attribute whose value
isr ed. Only used when node- heal t h- st rat egy is
progressi ve or cust om

cluster-recheck- |15min Pacemaker is primarily event-driven, and looks ahead

i nterval to know when to recheck the cluster for failure timeouts
and most time-based rules. However, it will also recheck
the cluster after this amount of inactivity. This has two
goas: ruleswith dat e_spec are only guaranteed to
be checked this often, and it also serves as afail-safe for
certain classes of scheduler bugs. A value of O disablesthis
polling; positive values are atime interval.

shut down- | ock false The default of false allows active resources to be recovered

elsawhere when their node is cleanly shut down, which
iswhat the vast majority of users will want. However,
some users prefer to make resources highly available

only for failures, with no recovery for clean shutdowns.

If this option is true, resources active on a node when it

is cleanly shut down are kept "locked" to that node (not
allowed to run elsewhere) until they start again on that
node after it rejoins (or for at most shutdown-lock-limit, if
set). Stonith resources and Pacemaker Remote connections

10
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Option

Default

Description

are never locked. Clone and bundle instances and the
master role of promotable clones are currently never
locked, though support could be added in afuture release.
Locks may be manually cleared usingthe- - r ef r esh
option of cr m r esour ce (both the resource and node
must be specified; this works with remote nodes if their
connection resource’ starget-roleis set to Stopped, but
not if Pacemaker Remote is stopped on the remote node
without disabling the connection resource). (since 2.0.4)

shut down- | ock-
limt

If shutdown-lock istrue, and thisis set to a nonzero time
duration, locked resources will be allowed to start after
this much time has passed since the node shutdown was
initiated, even if the node has not rejoined. (Thisworks
with remote nodes only if their connection resource’s
target-roleis set to Stopped.) (since 2.0.4)

renove- after-stop

FALSE

Advanced Use Only: Should the cluster remove resources
from the LRM after they are stopped? Values other than
the default are, at best, poorly tested and potentialy
dangerous.

startup-fencing

TRUE

Advanced Use Only: Should the cluster shoot unseen
nodes? Not using the default is very unsafe!

el ection-ti neout

2min

Advanced Use Only: If you need to adjust thisvalue, it
probably indicates the presence of a bug.

shut down-
escal ation

20min

Advanced Use Only: If you need to adjust thisvalue, it
probably indicates the presence of a bug.

join-integration-
ti meout

3min

Advanced Use Only: If you need to adjust this value, it
probably indicates the presence of a bug.

j oi n-
finalization-
ti meout

30min

Advanced Use Only: If you need to adjust thisvalue, it
probably indicates the presence of a bug.

transition-del ay

Os

Advanced Use Only: Delay cluster recovery for the
configured interval to allow for additional/related events
to occur. Useful if your configuration is sensitive to the
order in which ping updates arrive. Enabling this option
will slow down cluster recovery under all conditions.

11
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Defining a Cluster Node

Each node in the cluster will have an entry in the nodes section containing its UUID, uname, and type.

Example 3.1. Example Corosync cluster node entry
<node id="101" uname="pcnk-1"/>

In normal circumstances, the admin should let the cluster populate this information automatically from
the communications and membership data.

Where Pacemaker Gets the Node Name

Traditionally, Pacemaker required nodes to be referred to by the value returned by uname - n. Thiscan
be problematic for services that require the uname - n to be a specific value (e.g. for alicencefile).

This requirement has been relaxed for clusters using Corosync 2.0 or later. The name Pacemaker usesis:

1. Thevaue stored incor osync. conf under ring0_addr in the nodelist, if it does not contain an IP
address; otherwise

2. Thevaluestoredin cor osync. conf under namein the noddlist; otherwise
3. Thevalueof uname -n
Pacemaker providesthecr m node - n command which displays the name used by arunning cluster.

If a Corosync nodelist isused, cr m node - - name-for-idnunber isalso availableto display the
name used by the node with the corosync nodeid of nunber , for example: cr m_node - - nane-f or -
id 2.

Node Attributes

Pacemaker allows node-specific values to be specified using node attributes. A node attribute has aname,
and may have adistinct value for each node.

While certain node attributes have specific meanings to the cluster, they are mainly intended to allow
administrators and resource agents to track any information desired.

For example, an administrator might choose to define node attributes for how much RAM and disk space
each node has, which OS each uses, or which server room rack each nodeisin.
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Users can configure rules that use node attributes to affect where resources are placed.

Setting and querying node attributes

Node attributes can be set and queried using thecrm attri bute andatt rd_updat er commands,
so that the user does not have to deal with XML configuration directly.

Here isan example of what XML configuration would be generated if an administrator ran this command:

Example 3.2. Result of using crm_attribute to specify which kernel pcmk-1 is
running

# crmattribute --type nodes --node pcnk-1 --nanme kernel --update $(unanme -r)

<node id="1" uname="pcnk-1">
<instance_attributes id="nodes-1-attributes">
<nvpair id="nodes-1-kernel" nane="kernel" val ue="3.10.0-862.14.4.¢el 7.x86_64"/
</instance_attributes>
</ node>

To read back the value that was just set:

# crmattribute --type nodes --node pcnk-1 --nanme kernel --query
scope=nodes nane=kernel val ue=3.10.0-862.14.4.el7.x86_64

By specifying - - t ype nodes the admin tells the cluster that this attribute is persistent across reboots.
There are aso transient attributes which are kept in the status section and are "forgotten" whenever the
node leaves the cluster. Administrators can use this section by specifying - -t ype st at us.

Special node attributes

Certain node attributes have special meaning to the cluster.

Node attribute names beginning with # are considered reserved for these special attributes. Some special
attributes do not start with #, for historical reasons.

Certain special attributes are set automatically by the cluster, should never be modified directly, and can
be used only within rules; these are listed under the section called “Node Attribute Expressions’ [66].

For true/false values, the cluster considersavalue of "1", "y", "yes", "on", or "true" (case-insensitively) to
betrue, "0", "n", "no", "off", "false", or unset to be false, and anything else to be an error.

Table 3.1. Node attributes with special significance

Name Description

fail-count-* Attributes whose nhames start with f ai | - count - are managed by
the cluster to track how many times particular resource operations
have failed on this node. These should be queried and cleared viathe
crm fail count orcrmresource --cl eanup commands
rather than directly.

|ast-failure-* Attributes whose names start with | ast - f ai | ur e- are managed
by the cluster to track when particular resource operations have
most recently failed on this node. These should be cleared viathe

13
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Name

Description

crm fail count orcrmresource --cl eanup commands
rather than directly.

mai nt enance

Similar to the mai nt enance- node cluster option, but for asingle
node. If true, resources will not be started or stopped on the node,
resources and individual clone instances running on the node will
become unmanaged, and any recurring operations for those will be
cancelled.

probe_conpl ete

Thisis managed by the cluster to detect when nodes need to be
reprobed, and should never be used directly.

resour ce-
di scovery-enabl ed

If the node is aremote node, fencing is enabled, and this attribute
isexplicitly set to false (unset means true in this case), resource
discovery (probes) will not be done on this node. Thisis highly
discouraged; ther esour ce- di scover y location constraint
property is preferred for this purpose.

shut down Thisis managed by the cluster to orchestrate the shutdown of a node,
and should never be used directly.

si te- nane If set, thiswill be used asthe value of the #si t e- nane node
attribute used in rules. (If not set, the value of thecl ust er - nane
cluster option will be used as#si t e- namne instead.)

st andby If true, the node isin standby mode. Thisistypically set and queried
viathecr m st andby command rather than directly.

termnate If the value is true or begins with any nonzero number, the node will
be fenced. Thisistypically set by tools rather than directly.

#di gest s-* Attributes whose names start with #di gest s- are managed by the

cluster to detect when unfencing needs to be redone, and should never
be used directly.

#node- unf enced

When the node was last unfenced (as seconds since the epoch). This
is managed by the cluster and should never be used directly.

Warning

Restarting pacemaker on a node that is in single-node maintenance mode will likely lead to
undesirable effects. If mai nt enance is set as a transient attribute, it will be erased when
pacemaker is stopped, which will immediately take the node out of maintenance mode and likely
get it fenced. Even if permanent, if pacemaker is restarted, any resources active on the node
will have their local history erased when the node rejoins, so the cluster will no longer consider
them running on the node and thus will consider them managed again, leading them to be started
elsewhere. This behavior might be improved in afuture release.
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What is a Cluster Resource?

A resource is a service made highly available by a cluster. The smplest type of resource, a primitive
resource, is described in this section. More complex forms, such as groups and clones, are described in
later sections.

Every primitive resource has aresource agent. A resource agent is an external program that abstracts the
service it provides and present a consistent view to the cluster.

Thisallowsthe cluster to be agnostic about the resourcesit manages. The cluster doesn’t need to understand
how the resource works because it relies on the resource agent to do the right thing when given ast ar t |
st op or noni t or command. For thisreason, it is crucial that resource agents are well-tested.

Typically, resource agents come in the form of shell scripts. However, they can be written using any
technology (such as C, Python or Perl) that the author is comfortable with.

Resource Classes

Pacemaker supports several classes of agents:

* OCF
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« LSB

e Upstart
e Systemd
* Service
» Fencing

» NagiosPlugins

Open Cluster Framework

The OCF standard ! is basical ly an extension of the Linux Standard Base conventions for init scripts to:
* support parameters,

» make them self-describing, and

* make them extensible

OCF specs have strict definitions of the exit codes that actions must return. 2

The cluster follows these specifications exactly, and giving the wrong exit code will cause the cluster to
behave in ways you will likely find puzzling and annoying. In particular, the cluster needs to distinguish
acompletely stopped resource from one which isin some erroneous and indeterminate state.

Parameters are passed to the resource agent as environment variables, with the specia prefix
OCF_RESKEY _. So, a parameter which the user thinks of asi p will be passed to the resource agent as
OCF_RESKEY i p. The number and purpose of the parametersis|eft to the resource agent; however, the
resource agent should use the net a- dat a command to advertise any that it supports.

The OCF class is the most preferred as it is an industry standard, highly flexible (allowing parameters to
be passed to agentsin a non-positional manner) and self-describing.

For more information, see the reference [http://www.linux-ha.org/wiki/OCF_Resource Agents] and the
Resource Agents section of Pacemaker Administration.

Linux Standard Base

LSB resource agents are more commonly known asinit scripts. If afull path isnot given, they are assumed
tobelocatedin/etc/init.d.

Commonly, they are provided by the OS distribution. In order to be used with a Pacemaker cluster, they
must conform to the LSB specification. 3

Warning

Many distributions or particular software packages claim LSB compliance but ship with broken
init scripts. For details on how to check whether your init script is LSB-compatible, see the

lsee https://github.com/ClusterL abs/OCF-spec/tree/master/ra. The Pacemaker implementation has been somewhat extended from the OCF specs.
2The resource-agents source code includes the ocf - t est er script, which can be useful in thisregard.

% See http://ref specs.linux-foundation.org/L SB_3.0.0/L SB-Core-generic/L SB-Core-generic/iniscrptact.html for the LSB Spec as it relates to init
scripts.
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Resource Agents section of Pacemaker Administration. Common problematic violations of the
L SB standard include:

* Not implementing the st at us operation at al
» Not observing the correct exit status codes for st ar t /st op/st at us actions
 Starting a started resource returns an error

* Stopping a stopped resource returns an error

I mportant

Remember to make sure the computer is not configured to start any services at boot time— that
should be controlled by the cluster.

Systemd

Some newer distributions have replaced the old "Sysv" [http://en.wikipedia.org/wiki/Init#SysV-styl€e]
style of initialization daemons and scriptswith an aternative called Systemd [ http://www.freedesktop.org/
wiki/Software/systemd)].

Pacemaker is able to manage these services if they are present.

Instead of init scripts, systemd has unit files. Generally, the services (unit files) are provided by the OS
distribution, but there are online guides for converting from init scripts.

I mportant

Remember to make sure the computer is not configured to start any services at boot time— that
should be controlled by the cluster.

Upstart

Some newer distributions have replaced the old "SysVv" [http://en.wikipedia.org/wiki/Init#SysV-styl€e]
style of initialization daemons (and scripts) with an alternative called Upstart [ http://upstart.ubuntu.comy/].

Pacemaker is able to manage these services if they are present.
Instead of init scripts, upstart has jobs. Generally, the services (jobs) are provided by the OS distribution.
Im portant

Remember to make sure the computer is not configured to start any services at boot time— that
should be controlled by the cluster.

System Services

Since there are various types of system services (syst end, upst art , and| sh), Pacemaker supports a
specia ser vi ce aliaswhich intelligently figures out which one appliesto a given cluster node.

4 For example, http://Opointer.de/blog/projects/systemd-for-admins-3.html
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Thisis particularly useful when the cluster containsamix of syst end, upst art,and!| sb.
In order, Pacemaker will try to find the named service as:

1. an LSB init script

2. aSystemd unit file

3. anUpstart job

STONITH

The STONITH classis used exclusively for fencing-related resources. This is discussed later in Chapter
6, Fencing.

Nagios Plugins

Nagios Plugins > alow us to monitor services on remote hosts.
Pacemaker is able to do remote monitoring with the pluginsif they are present.

A common use case is to configure them as resources belonging to a resource container (usualy avirtua
machine), and the container will be restarted if any of them has failed. Another use is to configure them
as ordinary resources to be used for monitoring hosts or services viathe network.

The supported parameters are same as the long options of the plugin.

Resource Properties

These valuestell the cluster which resource agent to use for the resource, where to find that resource agent
and what standards it conforms to.

Table 4.1. Properties of a Primitive Resour ce

Field Description

id Y our name for the resource

cl ass The standard the resource agent conforms to. Allowed values: | sb, nagi os, ocf,
service,stonith,systend,upstart

type The name of the Resource Agent you wishto use. E.g. | Paddr or Fi | esyst em

provi der |The OCF spec alows multiple vendors to supply the same resource agent. To use
the OCF resource agents supplied by the Heartbeat project, you would specify
heart beat here.

The XML definition of aresource can be queried with thecr m r esour ce tool. For example:
# crmresource --resource Emmil --query-xm

might produce:

5 The project has two independent forks, hosted at https://www.nagios-plugins.org/ and https://www.monitoring-plugins.org/. Output from both
projects pluginsis similar, so plugins from either project can be used with pacemaker.
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Example 4.1. A system resour ce definition
<primtive id="Email" class="service" type="exin'/>
Note

One of the main drawbacks to system services (LSB, systemd or Upstart) resources is that they
do not alow any parameters!

Example 4.2. An OCF resour ce definition

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<i nstance_attributes id="Public-IP-paranms">
<nvpair id="Public-I1P-ip" nane="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>

Resource Options

Resources have two types of options: meta-attributes and instance attributes. Meta-attributes apply to any
type of resource, while instance attributes are specific to each resource agent.

Resource Meta-Attributes

Meta-attributes are used by the cluster to decide how aresource should behave and can be easily set using
the - - net a option of thecr m r esour ce command.

Table 4.2. M eta-attributes of a Primitive Resour ce

Field Default Description

priority 0 If not al resources can be active, the cluster will
stop lower priority resourcesin order to keep higher
priority ones active.

target-role Started What state should the cluster attempt to keep this
resource in? Allowed values:

* St opped: Forcethe resourceto be stopped

o Started: Allow theresource to be started
(and in the case of promotable clone resources,
promoted to master if appropriate)

« Sl ave: Allow theresource to be started, but only
in Slave mode if the resource is promotable
e Mast er: Equivaentto St arted

i s- managed TRUE Isthe cluster allowed to start and stop the resource?
Allowed values: t rue, f al se

mai nt enance FALSE Similar to the mai nt enance- node cluster option,
but for asingle resource. If true, the resource will not
be started, stopped, or monitored on any node. This
differsfromi s- managed in that monitors will not
berun. Allowed values: t rue, f al se
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Field

Default

Description

resour ce-
sti cki ness

1 for individual
clone instances,

A score that will be added to the current node when
aresource is already active. This allows running

Ofor al other resources to stay where they are, even if they would
resources be placed elsewhere if they were being started from a
stopped state.
requires quor umfor Conditions under which the resource can be started
resources with Allowed values:
acl ass of
stonith, e not hi ng: can always be started
otherwise )
unf enci ng if . quor u_m_ The cluster c_an only start th|sres_ource
unfencing is active if amajority of the configured nodes are active
in the qluster, . « fenci ng: Thecluster can only start this resource
otherwisef enci ng| . oS . )
) i if amajority of the configured nodes are active and
if stoni th- .
) any failed or unknown nodes have been fenced
enabl ed istrue,
otherwise qUOr UM |, nf enci ng: The cluster can only start this
resource if amajority of the configured nodes are
active and any failed or unknown nodes have been
fenced and only on nodes that have been unfenced
m gration- INFINITY How many failures may occur for this resource on
t hreshol d anode, before this node is marked ineligible to host
this resource. A value of 0 indicates that this feature
is disabled (the node will never be marked ineligible);
by constrast, the cluster treats INFINITY (the default)
asavery large but finite number. This option has an
effect only if the failed operation specifieson- f ai |
asrest art (thedefault), and additionally for failed
st art operations, if the cluster property st art -
failure-is-fatal isfal se.
failure- 0 How many seconds to wait before acting asif the
ti meout failure had not occurred, and potentially allowing the
resource back to the node on which it failed. A value
of 0 indicates that this feature is disabled.
mul tipl e- stop_start What should the cluster do if it ever finds the
active resource active on more than one node? Allowed

values:
* bl ock: mark the resource as unmanaged

e stop_only: stopal activeinstancesand leave
them that way

e stop_start: stopal activeinstances and start
the resource in one location only
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Field Default Description
al | ow-m grate |TRUEfor Whether the cluster should try to "live migrate” this
ocf:pacemaker:remoteresource when it needs to be moved (see the section
resources, FALSE |called “Migrating Resources’)
otherwise
cont ai ner - Specific to bundle resources; see the section called
attribute- “Bundle Node Attributes”
t ar get
r enot e- node The name of the Pacemaker Remote guest node this
resource is associated with, if any. If specified, this
both enables the resource as a guest node and defines
the unique name used to identify the guest node.
The guest must be configured to run the Pacemaker
Remote daemon when it is started. WARNI NG This
value cannot overlap with any resource or node IDs.
r enot e- port 3121 If r enot e- node is specified, the port on the guest
used for its Pacemaker Remote connection. The
Pacemaker Remote daemon on the guest must be
configured to listen on this port.
r enot e- addr valueof r enot e- |If r enpt e- node is specified, the IP address or
node hostname used to connect to the guest via Pacemaker
Remote. The Pacemaker Remote daemon on the
guest must be configured to accept connections on
this address.
r enot e- 60s If r enot e- node is specified, how long before a
connect - pending guest connection will time out.
ti meout

As an example of setting resource options, if you performed the following commands on an LSB Email
resource:

# crmresource --nmeta --resource Email --set-paranmeter priority --paraneter-val ue
# crmresource -m-r Email -p multiple-active -v block

the resulting resource definition might be:

Example 4.3. An L SB resource with cluster options

<primtive id="Email" class="1sb" type="exini>
<neta_attributes id="Email-neta_attributes">
<nvpair id="Email-neta_attributes-priority” name="priority" val ue="100"/>
<nvpair id="Email-neta_attributes-nmultiple-active" name="nultiple-active" valu
</meta_attributes>
</primtive>

In addition to the cluster-defined meta-attributes described above, you may also configure arbitrary meta-
attributes of your own choosing. Most commonly, this would be done for use in rules. For example, an
IT department might define a custom meta-attribute to indicate which company department each resource
isintended for. To reduce the chance of name collisions with cluster-defined meta-attributes added in the
future, it is recommended to use a unique, organization-specific prefix for such attributes.
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Setting Global Defaults for Resource Meta-Attributes

Toset adefault valuefor aresourceoption, addittother sc_def aul t s sectionwithcrm attri but e.
For example,

# crmattribute --type rsc_defaults --nanme i s-nmanaged --update fal se

would prevent the cluster from starting or stopping any of the resources in the configuration (unless of
course the individual resources were specifically enabled by having their i s- managed settot r ue).

Resource Instance Attributes

The resource agents of some resource classes (Ish, systemd and upstart not among them) can be given
parameters which determine how they behave and which instance of a service they control.

If your resource agent supports parameters, you can add them with the cr m r esour ce command. For
example,

# crmresource --resource Public-1P --set-paranmeter ip --paraneter-value 192.0.2.2

would create an entry in the resource like this:

Example 4.4. An example OCF resour ce with instance attributes

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<i nstance_attributes id="parans-public-ip">
<nvpair id="public-ip-addr” nane="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>

For an OCF resource, the result would be an environment variable called OCF_RESKEY _i p with avalue
of 192. 0. 2. 2.

The list of instance attributes supported by an OCF resource agent can be found by calling the resource
agent with the met a- dat a command. The output contains an XML description of all the supported
attributes, their purpose and default values.

Example 4.5. Displaying the metadata for the Dummy resour ce agent template

# export OCF_ROOT=/usr/lib/ocf
# $OCF_ROOT/ resour ce. d/ pacemaker/ Dumy et a- dat a

<?xm version="1.0"?>

<! DOCTYPE r esour ce- agent SYSTEM "ra-api-1.dtd">
<resour ce- agent name="Dumy" version="1.0">
<versi on>1. 0</versi on>

<l ongdesc>

This is a Dummy Resource Agent. It does absol utely nothing except

keep track of whether its running or not.

Its purpose in life is for testing and to serve as a tenplate for RA witers.

NB: Pl ease pay attention to the tinmeouts specified in the actions
section bel ow. They shoul d be neani ngful for the kind of resource
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t he agent manages. They should be the m ni num advi sed ti neouts,

but they shoul dn't/cannot cover _all_ possible resource

i nstances. So, try to be neither overly generous nor too stingy,

but noderate. The mininmumtineouts should never be bel ow 10 seconds.
</l ongdesc>

<short desc>Exanpl e statel ess resource agent</shortdesc>

<par anet er s>

<par amet er name="state" uni que="1">

<l ongdesc>

Location to store the resource state in

</l ongdesc>

<shortdesc>State fil e</shortdesc>

<content type="string" default="/var/run/Dumry-default.state" />
</ par anet er >

<par amet er name="fake" uni que="0">

<l ongdesc>

Fake attribute that can be changed to cause a rel oad

</l ongdesc>

<shortdesc>Fake attribute that can be changed to cause a rel oad</shortdesc>
<content type="string" default="dumy" />

</ par anet er >

<par amet er name="op_sl eep” uni que="1">

<l ongdesc>

Nunber of seconds to sleep during operations. This can be used to test how
the cluster reacts to operation tinmeouts.

</l ongdesc>

<shortdesc>Cperation sl eep duration in seconds. </shortdesc>

<content type="string" default="0" />

</ par anet er >

</ par anet er s>

<actions>

<action nanme="start" ti meout ="20" />

<action nanme="st op" ti meout ="20" />

<action name="nonitor" ti meout ="20" interval ="10" dept h="0"/>
<action name="rel oad" ti meout ="20" />

<action name="mgrate_to" ti meout ="20" />

<action name="mgrate_fronf tineout="20" />

<action name="validate-all" tineout="20" />

<action name="net a- dat a" ti meout="5" />

</ actions>
</ resour ce- agent >

Resource Operations

Operations are actionsthe cluster can perform on aresource by calling the resource agent. Resource agents
must support certain common operations such as start, stop, and monitor, and may implement any others.
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Operationsmay beexplicitly configured for two purposes: to override defaultsfor options (such astimeout)
that the cluster will use whenever it initiates the operation, and to run an operation on arecurring basis
(for example, to monitor the resource for failure).

Example 4.6. An OCF resour ce with a non-default start timeout

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<oper ati ons>
<op id="Public-I1P-start" name="start" timeout="60s"/>
</ oper ati ons>
<i nstance_attri butes id="parans-public-ip">
<nvpair id="public-ip-addr” nane="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>

Pacemaker identifies operations by acombination of nameand interval, so this combination must be unique
for each resource. That is, you should not configure two operations for the same resource with the same
name and interval.

Operation Properties
Operation properties may be specified directly in the op element as XML attributes, or in a separate
neta_attributes block as nvpair elements. XML attributes take precedence over nvpai r

elementsif both are specified.

Table 4.3. Properties of an Operation

Field Default Description
id A unique name for the operation.
nane The action to perform. This can be any action

supported by the agent; common values include
nmoni t or,start,andst op.

i nterval 0 How frequently (in seconds) to perform the
operation. A vaue of 0 means "when needed”. A
positive value defines arecurring action, which is
typically used with monitor.

ti meout How long to wait before declaring the action has
failed

on-fail Varies by action: The action to take if this action ever fails. Allowed
values:

e stop:fenceif
stoni th-enabl ed | i gnore: Pretend the resource did not fail.
istrueor bl ock

otherwise * bl ock: Don't perform any further operations on
the resource.
* denpte:on-fail
of thenoni t or e stop: Stopthe resource and do not start it
actionwithr ol e elsewhere.

set to Mast er , if
present, enabled, and
configured to avalue

« denot e: Demote the resource, without afull
restart. Thisisvalid only for pr onot e actions,
and for noni t or actions with both a nonzero
i nterval androl e setto Mast er ; for any
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Field Default Description
other than denot e, or | other action, a configuration error will be logged,
restart otherwise and the default behavior will be used.
« all other actions: e restart: Stoptheresourceand start it again
restart (possibly on adifferent node).

e fence: STONITH the node on which the
resource failed.

» standby: Moveall resources away from the
node on which the resource failed.

enabl ed TRUE If f al se, ignore this operation definition.
Thisistypically used to pause a particular

recurring noni t or operation; for instance, it

can complement the respective resource being
unmanaged (i s- managed=f al se), asthisalone
will not block any configured monitoring. Disabling
the operation does not suppress all actions of the
given type. Allowed values: t r ue, f al se.

recor d- TRUE If t r ue, theintention to perform the operation is
pendi ng recorded so that GUIs and CL1 tools can indicate
that an operationisin progress. Thisisbest set as
an operation default (see the section called “ Setting
Global Defaults for Operations’). Allowed values:
true,fal se.

role Run the operation only on node(s) that the cluster
thinks should be in the specified role. Thisonly
makes sense for recurring noni t or operations.
Allowed (case-sensitive) values: St opped,

St ar t ed, and in the case of promotable clone
resources, Sl ave and Mast er .

Note

When on-f ai | is set to denot e, recovery from failure by a successful demote causes the
cluster to recal culate whether and where a new instance should be promoted. The node with the
faillureis eligible, so if master scores have not changed, it will be promoted again.

There is no direct equivalent of mi gr ati on-t hr eshol d for the master role, but the same
effect can be achieved with alocation constraint using a rule with anode attribute expression for
the resource’ sfail count.

For example, to immediately ban the master role from a node with any failed promote or master
monitor:

<rsc_l ocation id="1ocl" rsc="ny_primtive">
<rule id="rul el” score="-INFINTY" role="Master" bool ean-op="or">
<expression id="exprl" attribute="fail-count-ny_primtive#pronote_ 0"
operation="gte" val ue="1"/>
<expression id="expr2" attribute="fail-count-nmy_primtive#nonitor_10000"
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operation="gte" val ue="1"/>
</rul e>
</rsc_l ocation>

This example assumes that there is a promotable clone of themy _pri mi ti ve resource (note
that the primitive name, not the clone name, is used in the rule), and that there is arecurring 10-
second-interval monitor configured for the master role (fail count attributes specify the interval
in milliseconds).

Monitoring Resources for Failure

When Pacemaker first starts a resource, it runs one-time noni t or operations (referred to as probes) to
ensure the resource is running where it's supposed to be, and not running where it's not supposed to be.
(This behavior can be affected by ther esour ce- di scover y location constraint property.)

Other than those initial probes, Pacemaker will not (by default) check that the resource continues to stay
healthy. %Y ou must configure noni t or operations explicitly to perform these checks.

Example 4.7. An OCF resource with arecurring health check

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<oper ati ons>
<op id="Public-I1P-start" name="start" timeout="60s"/>
<op id="Public-1P-monitor" name="nonitor" interval ="60s"/>
</ oper ati ons>
<i nstance_attri butes id="parans-public-ip">
<nvpair id="public-ip-addr” nane="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>

By default, a moni t or operation will ensure that the resource is running where it is supposed to. The
t ar get - r ol e property can be used for further checking.

For example, if aresource has one noni t or operation withi nt erval =10 rol e=Started and a
second noni t or operationwithi nt er val =11 r ol e=St opped, thecluster will run thefirst monitor
on any nodes it thinks should be running the resource, and the second monitor on any nodes that it thinks
should not be running the resource (for the truly paranoid, who want to know when an administrator
manually starts a service by mistake).

Note

Currently, monitorswith r ol e=St opped are not implemented for clone resources.

Monitoring Resources When Administration is Disabled

Recurring noni t or operations behave differently under various administrative settings:
» When aresource is unmanaged (by setting i s- managed=f al se): No monitors will be stopped.

If the unmanaged resource is stopped on anode where the cluster thinksit should be running, the cluster
will detect and report that it is not, but it will not consider the monitor failed, and will not try to start
the resource until it is managed again.

6 Currently, anyway. Automatic monitoring operations may be added in a future version of Pacemaker.
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Starting the unmanaged resource on a different node is strongly discouraged and will at least cause
the cluster to consider the resource failed, and may require the resource'st ar get - r ol e to be set to
St opped then St ar t ed to be recovered.

» When anode is put into standby: All resources will be moved away from the node, and al noni t or
operations will be stopped on the node, except those specifying r ol e as St opped (which will be
newly initiated if appropriate).

» Whenthecluster is put into maintenance mode: All resourceswill be marked as unmanaged. All monitor
operations will be stopped, except those specifying r ol e as St opped (which will be newly initiated
if appropriate). Aswith single unmanaged resources, starting a resource on anode other than where the
cluster expectsit to be will cause problems.

Setting Global Defaults for Operations

Y ou can change the global default valuesfor operation propertiesin agiven cluster. Thesearedefinedinan
op_def aul t s sectionof theCIB'sconfi gur at i on section, and canbesetwithcrm attri but e.
For example,

# crmattribute --type op_defaults --nane tineout --update 20s

would default each operation’st i meout to 20 seconds. If an operation’ s definition also includesavaue
fort i meout , then that value would be used for that operation instead.

When Implicit Operations Take a Long Time

The cluster will always perform a number of implicit operations: st art, st op and a non-recurring
noni t or operation used at startup to check whether theresourceisalready active. If one of theseistaking
too long, then you can create an entry for them and specify alonger timeout.

Example 4.8. An OCF resour ce with custom timeoutsfor itsimplicit actions

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<oper ati ons>
<op id="public-ip-startup" name="nonitor" interval ="0" timeout="90s"/>
<op id="public-ip-start"” nanme="start" interval ="0" timeout="180s"/>
<op id="public-ip-stop" nane="stop" interval="0" tineout="15m n"/>
</ oper ati ons>
<i nstance_attributes id="parans-public-ip">
<nvpair id="public-ip-addr" nane="ip" val ue="192.0.2.2"/>
</instance_attributes>
</primtive>

Multiple Monitor Operations

Provided no two operations (for asingle resource) have the same name and interval, you can have as many
noni t or operations as you like. In this way, you can do a superficial health check every minute and
progressively more intense ones at higher intervals.

Totell the resource agent what kind of check to perform, you need to provide each monitor with adifferent
valuefor acommon parameter. The OCF standard createsaspecial parameter called OCF_ CHECK _LEVEL
for this purpose and dictates that it is "made available to the resource agent without the normal
OCF_RESKEY prefix".
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Whatever name you choose, you can specify it by addingani nst ance_at t ri but es block to the op
tag. It is up to each resource agent to look for the parameter and decide how to useiit.

Example 4.9. An OCF resource with two recurring health checks, performing
different levels of checks specified via OCF_CHECK LEVEL.

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<oper ati ons>
<op id="public-ip-health-60" name="nonitor" interval ="60">
<i nstance_attributes id="parans-public-ip-depth-60">
<nvpair id="public-ip-depth-60" nanme="OCF_CHECK LEVEL" val ue="10"/>
</instance_attributes>
</ op>
<op id="public-ip-health-300" name="nonitor" interval ="300">
<i nstance_attri butes id="parans-public-ip-depth-300">
<nvpair id="public-ip-depth-300" nanme="0OCF_CHECK LEVEL" val ue="20"/>
</instance_attributes>
</ op>
</ oper ati ons>
<i nstance_attributes id="parans-public-ip">
<nvpair id="public-ip-level" name="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>

Disabling a Monitor Operation

The easiest way to stop arecurring monitor isto just deleteit. However, there can be timeswhen you only
want to disable it temporarily. In such cases, smply add enabl ed=f al se to the operation’s definition.

Example 4.10. Example of an OCF resource with a disabled health check

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<oper ati ons>
<op id="public-ip-check"” name="nonitor" interval ="60s" enabl ed="fal se"/>
</ oper ati ons>
<i nstance_attri butes id="parans-public-ip">
<nvpair id="public-ip-addr” nane="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>

This can be achieved from the command line by executing:
# cibadmin --nodify --xm-text '<op id="public-ip-check" enabl ed="fal se"/>
Once you' ve done whatever you needed to do, you can then re-enable it with

# cibadmin --nodify --xm-text '<op id="public-ip-check" enabl ed="true"/>'
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Scores

Scores of all kinds are integral to how the cluster works. Practically everything from moving a resource
to deciding which resource to stop in a degraded cluster is achieved by manipulating scores in some way.

Scores are calculated per resource and node. Any node with a negative score for aresource can’t run that
resource. The cluster places aresource on the node with the highest score for it.

Infinity Math

Pacemaker implements | NFI NI TY (or equivalently, +1 NFI NI TY) internally as a score of 1,000,000.
Addition and subtraction with it follow these three basic rules:

* Anyvaue+ | NFI NI TY=1NFI NI TY
» Anyvaue-I NFINI TY=-1NFI NI TY

s INFINITY-INFINITY=-INFINITY

Note

What if you want to use a score higher than 1,000,000? Typically this possibility arises when
someone wants to base the score on some external metric that might go above 1,000,000.
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The short answer isyou can't.

The long answer isit is sometimes possible work around this limitation creatively. You may be
able to set the score to some computed value based on the external metric rather than use the
metric directly. For nodes, you can store the metric as a node attribute, and query the attribute
when computing the score (possibly as part of a custom resource agent).

Deciding Which Nodes a Resource Can Run On

Location constraints tell the cluster which nodes a resource can run on.

There are two alternative strategies. One way is to say that, by default, resources can run anywhere, and
then the location constraints specify nodes that are not allowed (an opt-out cluster). The other way is to
start with nothing able to run anywhere, and use location constraints to selectively enable allowed nodes
(an opt-in cluster).

Whether you should choose opt-in or opt-out depends on your personal preference and the make-up of
your cluster. If most of your resources can run on most of the nodes, then an opt-out arrangement is likely
to result in asimpler configuration. On the other-hand, if most resources can only run on a small subset
of nodes, an opt-in configuration might be simpler.

Location Properties

Tableb5.1. Attributes of arsc_location Element

Attribute Default Description
id A unigque name for the constraint (required)
rsc The name of the resource to which this constraint applies.

A location constraint must either havear sc, havear sc-
pat t er n, or contain at |east one resource set.

rsc-pattern A pattern matching the names of resources to which this
constraint applies. The syntax is the same as POSIX [http://
pubs.opengroup.org/onlinepubs/9699919799/basedef </

V1 chap09.html#tag 09 04] extended regular expressions,
with the addition of aninitial ! indicating that resources not
matching the pattern are selected. If the regular expression
contains submatches, and the constraint is governed by a
rule, the submatches can be referenced as %@ through %9
intherule sscore-attribute oraruleexpression's
attri but e. A location constraint must either havear sc,
havear sc- patt er n, or contain at |east one resource set.

node The name of the node to which this constraint applies. A
location constraint must either have anode and scor e, or
contain at least onerule.

score Positive values indicate a preference for running the affected
resource(s) on node — the higher the value, the stronger the
preference. Negative values indicate the resource(s) should
avoid thisnode (avalue of - | NFI NI TY changes "should"
to "must"). A location constraint must either have anode
and scor e, or contain at least one rule.
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Resource Constraints

Attribute Default Description
resour ce- always Whether Pacemaker should perform resource discovery (that
di scovery is, check whether the resource is already running) for this

resource on this node. This should normally be left asthe
default, so that rogue instances of a service can be stopped
when they are running where they are not supposed to be.
However, there are two situations where disabling resource
discovery isagood idea: when aserviceis not installed on
anode, discovery might return an error (properly written
OCF agents will not, so thisis usually only seen with other
agent types); and when Pacemaker Remote is used to scale a
cluster to hundreds of nodes, limiting resource discovery to
allowed nodes can significantly boost performance.

« al ways: Always perform resource discovery for the
specified resource on this node.

* never: Never perform resource discovery for the
specified resource on this node. This option should
generaly be used with a-INFINITY score, although that
is not strictly required.

» excl usi ve: Perform resource discovery for the
specified resource only on this node (and other nodes
similarly marked asexcl usi ve). Multiple location
constraintsusing excl usi ve discovery for the same
resource across different nodes crestes a subset of nodes
resource-discovery is exclusiveto. If aresource is marked
for excl usi ve discovery on one or more nodes, that
resource is only allowed to be placed within that subset of
nodes.

Warning

Setting resource-discovery tonever orexcl usi ve removes Pacemaker’ s ability to detect and
stop unwanted instances of a service running whereit’s not supposed to be. It is up to the system
administrator (you!) to make sure that the service can never be active on nodes without resource-
discovery (such as by leaving the relevant software uninstalled).

Asymmetrical "Opt-In" Clusters

To create an opt-in cluster, start by preventing resources from running anywhere by default:
# crmattribute --name symmetric-cluster --update fal se

Then start enabling nodes. The following fragment says that the web server prefers sles-1, the database
prefers sles-2 and both can fail over to des-3 if their most preferred node fails.

Example 5.1. Opt-in location constraintsfor two resour ces

<constrai nt s>
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<rsc_l ocation
<rsc_l ocation
<rsc_l ocation

id="loc-1" rsc="Webserver'
i d="1oc-2" rsc="Webserver'
i d="1oc-3" rsc="Dat abase"
i d="1o0c-4" rsc="Dat abase"

node="sl es- 1"
node="sl| es- 3"
node="sl| es- 2"
node="sl| es- 3"

score="200"/>

score="0"/>
score="200"/>
score="0"/>

<rsc_l ocation
</ constraint s>

Symmetrical "Opt-Out" Clusters

To create an opt-out cluster, start by allowing resources to run anywhere by default:

# crmattribute --name symmetric-cluster --update true

Then start disabling nodes. The following fragment is the equivaent of the above opt-in configuration.

Example 5.2. Opt-out location constraintsfor two resour ces

<constraints>
<rsc_|l ocation
<rsc_|l ocation
<rsc_|l ocation
<rsc_|l ocation
</ constraints>

What

i d="1oc-1"
i d="1oc-2-do-not-run"
i d="1 oc-3-do-not-run"
i d="1oc- 4"

rsc="Webserver"

r sc="Dat abase"

r sc="Dat abase"

if Two Nodes Have the Same Score

node="sl es- 1"
rsc="Webserver'

node="sl| es- 2"

node="sl| es- 2"
node="sl es- 1"
scor e="200"

score="200"/>

score="-| NFI
score="-1 NFI N
/>

If two nodes have the same score, then the cluster will choose one. This choice may seem random and may
not be what was intended, however the cluster was not given enough information to know any better.

Example 5.3. Constraints where aresour ce prefer stwo nodes equally

<constrai nt s>

<rsc_|l ocation
<rsc_|l ocation
<rsc_|l ocation
<rsc_|l ocation
<rsc_|l ocation

i d="loc-1" rsc="Webserver'
i d="1oc-2" rsc="Webserver'
i d="1oc-3" rsc="Dat abase"
i d="1oc-4" rsc="Dat abase"
i d="1 oc-5" rsc="Dat abase"

node="sl es- 1"
node="sl es- 2"
node="sl es- 1"
node="sl es- 2"
node="sl es- 2"

score="I NFI NI TY"/ >
score="I NFI NI TY"/ >

scor e="500"/>
score="300"/>
score="200"/>

</ constrai nt s>

In the example above, assuming no other constraints and an inactive cluster, Webser ver would probably
be placed on sl es- 1 and Dat abase on sl es- 2. It would likely have placed Webser ver based on
the node' suname and Dat abas e based on the desireto spread the resource load evenly acrossthe cluster.
However other factors can also be involved in more complex configurations.

Specifying the Order in which Resources
Should Start/Stop

Ordering constraints tell the cluster the order in which certain resource actions should occur.
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I mportant

Ordering constraints affect only the ordering of resource actions; they do not require that the
resources be placed on the same node. If you want resourcesto be started on the samenodeandin
aspecific order, you need both an ordering constraint and a col ocation constraint (see the section
called “ Placing Resources Relative to other Resources’), or alternatively, agroup (seethe section
called “Groups - A Syntactic Shortcut”).

Ordering Properties

Table5.2. Attributesof arsc_order Element

Field Default Description

id A unigque name for the constraint

first Name of the resource that thet hen resource depends on

t hen Name of the dependent resource

first- start The action that thef i r st resource must complete before

action t hen- act i on can beinitiated for thet hen resource. Allowed

values: st art, st op, pronot e, denot e.

t hen- value of The action that the t hen resource can execute only after the

action first- first-actiononthefirst resource hascompleted.
action Allowed values: st art , st op, pr onot e, denot e.

ki nd Mandatory How to enforce the constraint. Allowed values:

* Mandat ory: t hen-acti on will never beinitiated for the
t hen resource unlessand until f i r st - act i on successfully
completesfor thef i r st resource.

e Optional : Theconstraint appliesonly if both specified
resource actions are scheduled in the same transition (that is,
in response to the same cluster state). This meansthat t hen-
acti on isalowed onthet hen resource regardless of the
state of thef i r st resource, but if both actions happen to be
scheduled at the same time, they will be ordered.

» Serialize: Ensurethat the specified actions are never
performed concurrently for the specified resources. Fi r st -
actionandthen-acti on can beexecuted in either order,
but one must complete before the other can beinitiated. An
exampl e use case is when resource start-up puts a high load on

the host.
symmet ri cal| TRUE for If true, the reverse of the constraint applies for the opposite
Mandat ory |action (for example, if B starts after A starts, then B stops before
and A stops). Ser i al i ze orders cannot be symmetrical.
Opt i onal
kinds.
FALSE for
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Field Default Description

Serialize
kind.

Pr onot e and denot e apply to the master role of promotable resources.

Optional and mandatory ordering

Here is an example of ordering constraints where Dat abase must start before Webser ver, and | P
should start before Webser ver if they both need to be started:

Example 5.4. Optional and mandatory ordering constraints

<constraints>

<rsc_order id="order-1" first="1P" then="Webserver" kind="Optional"/>
<rsc_order id="order-2" first="Database" then="Wbserver" Kkind="Mandatory" />
</ constraints>

Because the above example letssynmet ri cal default to TRUE, Webser ver must be stopped before
Dat abase canbestopped, and Webser ver should be stopped beforel P if they both need to be stopped.

Placing Resources Relative to other Resources

Colocation constraintstell the cluster that the location of one resource depends on the location of another
one.

Colocation has an important side-effect: it affects the order in which resources are assigned to a node.
Think about it: You can’t place A relative to B unless you know where B is. !

So when you are creating colocation constraints, it isimportant to consider whether you should colocate
A with B, or B with A.

Another thing to keep in mind is that, assuming A is colocated with B, the cluster will take into account
A’ s preferences when deciding which node to choose for B.

For a detailed look at exactly how this occurs, see Colocation Explained [http://clusterlabs.org/doc/
Colocation_Explained.pdf].

I mportant

Colocation constraints affect only the placement of resources; they do not require that the
resources be started in a particular order. If you want resources to be started on the same node
and in a specific order, you need both an ordering constraint (see the section called “ Specifying
the Order in which Resources Should Start/Stop”) and a colocation constraint, or alternatively, a
group (see the section called “ Groups - A Syntactic Shortcut”).

Colocation Properties

1 While the human brain is sophisticated enough to read the constraint in any order and choose the correct one depending on the situation, the
cluster is not quite so smart. Y et.
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Table5.3. Attributes of arsc_colocation Constraint

Field Default Description
id A unigue name for the constraint (required).
rsc The name of aresource that should be located relativetowi t h-

r sc (required).

W th-rsc The name of the resource used as the colocation target. The
cluster will decide where to put this resource first and then
decide whereto put r sc (required).

node- #uname The node attribute that must be the same on the node running

attribute r sc and the node running wi t h- r sc for the constraint to be
satisfied. (For details, see the section called “ Colocation by Node
Attribute”.)

score Positive values indicate the resources should run on the same

node. Negative values indicate the resources should run on
different nodes. Values of +/- | NFI NI TY change "should" to
"must”.

Mandatory Placement

Mandatory placement occurs when the constraint’s scoreis+l NFI NI TY or - | NFI NI TY. In such cases,
if the constraint can’t be satisfied, thenther sc resourceis not permitted to run. For scor e=I NFI NI TY,
thisincludes caseswherethewi t h- r sc resourceis not active.

If you need resource A to aways run on the same machine as resource B, you would add the following
congtraint:

Example 5.5. Mandatory colocation constraint for two resour ces
<rsc_col ocation id="col ocate" rsc="A" with-rsc="B" score="INFIN TY"/>

Remember, because | NFI NI TY wasused, if B can’t run on any of the cluster nodes (for whatever reason)
then A will not be allowed to run. Whether A is running or not has no effect on B.

Alternatively, you may want the opposite— that A cannot run on the same machine as B. In this case, use
score="-1 NFI NI TY".

Example 5.6. Mandatory anti-colocation constraint for two resour ces
<rsc_colocation id="anti-col ocate" rsc="A" with-rsc="B" score="-INFINTY"/>

Again, by specifying - | NFI NI TY, the constraint is binding. So if the only place left to run is where B
already is, then A may not run anywhere.

Aswith | NFI NI TY, B can run even if Ais stopped. However, in this case A also can run if B is stopped,
because it still meets the constraint of A and B not running on the same node.

Advisory Placement

If mandatory placement is about "must" and "must not", then advisory placement is the "I'd prefer if"
alternative. For constraints with scores greater than - | NFI NI TY and less than | NFI NI TY, the cluster
will try to accommodate your wishes but may ignore them if the alternative is to stop some of the cluster
resources.

35



Resource Constraints

Asinlife, whereif enough people prefer something it effectively becomes mandatory, advisory colocation
constraints can combine with other elements of the configuration to behave as if they were mandatory.

Example5.7. Advisory colocation constraint for two resour ces

<rsc_col ocation id="col ocat e-maybe" rsc="A" with-rsc="B" score="500"/>

Colocation by Node Attribute

Thenode- at t ri but e property of acolocation constraintsallowsyou to expresstherequirement, "these
resources must be on similar nodes".

As an example, imagine that you have two Storage Area Networks (SANS) that are not controlled by the
cluster, and each node is connected to one or the other. You may have two resourcesr 1 and r 2 such
that r 2 needs to use the same SAN asr 1, but doesn’'t necessarily have to be on the same exact node. In
such acase, you could define anode attribute named san, with the valuesan1 or san2 on each node as
appropriate. Then, you could colocate r 2 withr 1 usingnode- attri but e settosan.

Resource Sets

Resour ce sets alow multiple resources to be affected by a single constraint.

Example5.8. A set of 3 resources

<resource_set id="resource-set-exanple">
<resource_ref id="A"/>
<resource_ref id="B"/>
<resource_ref id="C'/>
</resource_set>

Resource sets are valid inside r sc_I| ocati on, rsc_or der (see the section called “Ordering Sets
of Resources’), rsc_col ocati on (see the section called “Colocating Sets of Resources’), and
rsc_ticket (seethesection called“Configuring Ticket Dependencies’) constraints.

A resource set has anumber of properties that can be set, though not all have an effect in all contexts.

Table5.4. Attributes of a resource_set Element

Field Default Description
id A unigque name for the set
sequenti al true Whether the members of the set must be acted on in order.

Meaningful withinr sc_or der andr sc_col ocati on.

require-all true Whether al members of the set must be active before
continuing. With the current implementation, the cluster may
continue even if only one member of the set is started, but if
more than one member of the set is starting at the same time,
the cluster will still wait until al of those have started before
continuing (this may change in future versions). Meaningful
withinr sc_or der .

role Limit the effect of the constraint to the specified role.
Meaningful withinr sc_| ocati on,rsc_col ocati on
andrsc_ticket.
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Field Default Description

action Limit the effect of the constraint to the specified action.
Meaningful withinr sc_or der .

score Advanced use only. Use a specific score for this set within
the congtraint.

Ordering Sets of Resources

A common situation is for an administrator to create a chain of ordered resources, such as:

Example5.9. A chain of ordered resour ces

<constraints>
<rsc_order id="order-1" first="A" then="B" />
<rsc_order id="order-2" first="B" then="C"' />
<rsc_order id="order-3" first="C' then="D"' />
</ constraints>

Figure 5.1. Visual representation of the four resources start order for the above
constraints

Ordered Set

Tosimplify thissituation, resource sets (seethe section called “ Resource Sets’) can be used within ordering
constraints:

Example 5.10. A chain of ordered resour ces expressed as a set

<constrai nt s>
<rsc_order id="order-1">
<resource_set id="ordered-set-exanple" sequential ="true">
<resource_ref id="A"/>
<resource_ref id="B"/>
<resource_ref id="C'/>
<resource_ref id="D"/>
</resource_set>
</rsc_order>
</ constraints>

While the set-based format is not less verbose, it is significantly easier to get right and maintain.
I mportant

If you use a higher-level tool, pay attention to how it exposes this functionality. Depending on
thetool, creating aset A B may beequivalentto A t hen B,orB then A

Ordering Multiple Sets

The syntax can be expanded to allow sets of resources to be ordered relative to each other, where the
members of each individual set may be ordered or unordered (controlled by thesequent i al property).
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In the example below, A and B can both start in parallel, as can C and D, however C and D can only start
once both A and B are active.

Example 5.11. Ordered sets of unordered resources

<constraint s>
<rsc_order id="order-1">
<resource_set id="ordered-set-1" sequential ="fal se">
<resource_ref id="A"/>
<resource_ref id="B"/>
</resource_set>
<resource_set id="ordered-set-2" sequential ="fal se">
<resource_ref id="C'/>
<resource_ref id="D'/>
</resource_set>
</rsc_order>
</ constraints>

Figure 5.2. Visual representation of the start order for two ordered sets of
unordered resour ces

Of course either set—or both sets—of resources can aso be internally ordered (by setting
sequenti al ="t rue") and thereisno limit to the number of setsthat can be specified.

Example5.12. Advanced use of set ordering - Three ordered sets, two of which are
internally unordered

<constrai nt s>
<rsc_order id="order-1">
<resource_set id="ordered-set-1" sequential ="fal se">
<resource_ref id="A"/>
<resource_ref id="B"/>
</resource_set>
<resource_set id="ordered-set-2" sequential ="true">
<resource_ref id="C'/>
<resource_ref id="D'/>
</resource_set>
<resource_set id="ordered-set-3" sequential ="fal se">
<resource_ref id="E"/>
<resource_ref id="F"/>
</resource_set>
</rsc_order>
</ constraints>

Figure5.3. Visual representation of the start order for thethree setsdefined above

| mportant

An ordered set with sequent i al =f al se makes sense only if there is another set in the
constraint. Otherwise, the constraint has no effect.
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Resource Set OR Logic

The unordered set logic discussed so far has al been "AND" logic. To illustrate this take the 3 resource
set figure in the previous section. Those sets can be expressed, (A and B) then (C) then (D)
then (E and F).

Say for example we want to change the first set, (A and B), to use "OR" logic so the sets look like
this. (A or B) then (C then (D) then (E and F). Thisfunctionality can be achieved
through the use of the r equi r e- al | option. This option defaults to TRUE which is why the "AND"
logic isused by default. Setting r equi r e- al | =f al se means only one resource in the set needs to be
started before continuing on to the next set.

Example 5.13. Resource Set " OR" logic: Three ordered sets, wherethefirst set is
internally unordered with " OR" logic

<constraints>
<rsc_order id="order-1">
<resource_set id="ordered-set-1" sequential ="false" require-all="fal se">
<resource_ref id="A"/>
<resource_ref id="B"/>
</resource_set>
<resource_set id="ordered-set-2" sequential ="true">
<resource_ref id="C"'/>
<resource_ref id="D"'/>
</resource_set>
<resource_set id="ordered-set-3" sequential ="fal se">
<resource_ref id="E"'/>
<resource_ref id="F"/>
</resource_set>
</rsc_order>
</ constraints>

| mportant

An ordered set with require-all =fal se makes sense only in conjunction with
sequent i al =f al se. Think of it like this: sequent i al =f al se modifies the set to be
an unordered set using "AND" logic by default, and adding r equi r e- al | =f al se flips the
unordered set’s"AND" logic to "OR" logic.

Colocating Sets of Resources

Another common situation is for an administrator to create a set of colocated resources.

The simplest way to do this is to define a resource group (see the section called “ Groups - A Syntactic
Shortcut”), but that cannot always accurately express the desired relationships. For example, maybe the
resources do not need to be ordered.

Another way would be to define each relationship as an individual constraint, but that causes a difficult-
to-follow constraint explosion as the number of resources and combinations grow.

Example 5.14. Colocation chain as individual constraints, where A is placed first,
then B, then C, then D

<constrai nt s>
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<rsc_col ocation id="coloc-1" rsc="D" with-rsc="C"' score="INFIN TY"/>

<rsc_col ocation id="coloc-2" rsc="C" with-rsc="B" score="INFIN TY"/>

<rsc_col ocation id="coloc-3" rsc="B" with-rsc="A" score="INFIN TY"/>
</ constraints>

To expresscomplicated relationshipswith asimplified syntax 2 resource sets can be used within colocation
constraints.

Example 5.15. Equivalent colocation chain expressed usingr esour ce_set

<constraint s>
<rsc_col ocation id="col oc-1" score="INFI N TY" >
<resource_set id="col ocat ed-set-exanple" sequential ="true">
<resource_ref id="A"/>
<resource_ref id="B"/>
<resource_ref id="C'/>
<resource_ref id="D'/>
</resource_set>
</rsc_col ocati on>
</ constraints>

Note

Within ar esour ce_set, the resources are listed in the order they are placed, which is the
reverse of theorder in which they are colocated. In the above example, resource Ais placed before
resource B, which is the same as saying resource B is col ocated with resource A.

Aswithindividual constraints, aresource that can’t be active prevents any resource that must be colocated
with it from being active. In both of the two previous examples, if B is unable to run, then both C and by
inference D must remain stopped.

I mportant

If you use a higher-level tool, pay attention to how it exposes this functionality. Depending on
thetool, creating aset A B may beequivaentto A with B,orB with A

Resource sets can a so be used to tell the cluster that entire sets of resources must be colocated relative to
each other, while the individual members within any one set may or may not be colocated relative to each
other (determined by the set’ssequent i al property).

In the following example, resources B, C, and D will each be colocated with A (which will be placed first).
Amust be ableto run in order for any of the resourcesto run, but any of B, C, or D may be stopped without
affecting any of the others.

Example 5.16. Using colocated setsto specify a shared dependency

<constrai nt s>
<rsc_col ocation id="col oc-1" score="INFI N TY" >
<resource_set id="col ocated-set-2" sequential ="fal se">
<resource_ref id="B"/>
<resource_ref id="C'/>
<resource_ref id="D'/>
</resource_set>

2 whichis not the same as saying easy to follow
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<resource_set id="col ocated-set-1" sequential ="true">
<resource_ref id="A"/>
</resource_set>
</rsc_col ocati on>
</ constraints>

Note

Pay close attention to the order in which resources and sets are listed. While the members of
any one sequential set are placed first to last (i.e., the colocation dependency is last with first),
multiple sets are placed last to first (i.e. the colocation dependency is first with last).

I mportant

A colocated set with sequent i al ="f al se" makes sense only if there is another set in the
constraint. Otherwise, the constraint has no effect.

There is no inherent limit to the number and size of the sets used. The only thing that matters is that in
order for any member of one set in the constraint to be active, all members of setslisted after it must also
be active (and naturally on the same node); and if aset hassequent i al ="t r ue", thenin order for one
member of that set to be active, all members listed before it must also be active.

If desired, you can restrict the dependency to instances of promotable clone resources that arein a specific
role, using the set’sr ol e property.

Example 5.17. Colocation in which the members of the middle set have no
inter dependencies, and thelast set listed appliesonly toinstancesin the master role

<constraints>
<rsc_col ocation id="col oc-1" score="INFIN TY" >
<resource_set id="col ocated-set-1" sequential ="true">
<resource_ref id="F"/>
<resource_ref id="G'/>
</resource_set>
<resource_set id="col ocated-set-2" sequential ="fal se">
<resource_ref id="C"'/>
<resource_ref id="D"'/>
<resource_ref id="E"'/>
</resource_set>
<resource_set id="col ocated-set-3" sequential ="true" rol e="Master">
<resource_ref id="A"/>
<resource_ref id="B"/>
</resource_set>
</rsc_col ocati on>
</ constraint s>

Figure 5.4. Visual representation of the above example (resour ces are placed from
left toright)

Note

Unlike ordered sets, colocated sets do not usether equi r e- al | option.
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What Is Fencing?

Fencing is the ability to make a node unable to run resources, even when that node is unresponsive to
cluster commands.

Fencing isalso known as STONITH, an acronym for " Shoot The Other Node In The Head", since the most
common fencing method is cutting power to the node. Another method is "fabric fencing”, cutting the
node’ s access to some capability required to run resources (such as network access or a shared disk).

Why Is Fencing Necessary?

Fencing protects your data from being corrupted by malfunctioning nodes or unintentional concurrent
access to shared resources.

Fencing protects against the "split brain" failure scenario, where cluster nodes have lost the ability to
reliably communicate with each other but are still able to run resources. If the cluster just assumed that
uncommunicative nodes were down, then multiple instances of a resource could be started on different
nodes.

The effect of split brain depends on the resource type. For example, an | P address brought up on two hosts
on a network will cause packets to randomly be sent to one or the other host, rendering the |P useless.
For a database or clustered file system, the effect could be much more severe, causing data corruption
or divergence.

Fencing also isused when aresource cannot otherwise be stopped. If afailed resourcefailsto stop, it cannot
be recovered elsawhere. Fencing the resource’ s node isthe only way to ensure the resource isrecoverable.

Users may also configurethe on-f ai | property of any resource operation to f enci ng, in which case
the cluster will fence the resource’ s node if the operation fails.

42



Fencing

Fence Devices

A fence device (or fencing device) is a special type of resource that provides the means to fence a node.

Examples of fencing devices include intelligent power switches and IPMI devices that accept SNMP
commands to cut power to a node, and iSCS| controllers that allow SCS| reservations to be used to cut
anode’ s accessto a shared disk.

Since fencing devices will be used to recover from loss of networking connectivity to other nodes, it is
essential that they do not rely on the same network as the cluster itself, otherwise that network becomes
asingle point of failure.

Since loss of a node due to power outage is indistinguishable from loss of network connectivity to that
node, it is also essential that at least one fence device for a node does not share power with that node.
For example, an on-board IPMI controller that shares power with its host should not be used as the sole
fencing device for that host.

Sincefencing is used to isolate malfunctioning nodes, no fence device should rely onitstarget functioning
properly. Thisincludes, for example, devices that ssh into a node and issue a shutdown command (such
devices might be suitable for testing, but never for production).

Fence Agents

A fence agent (or fencing agent) isa st oni t h-class resource agent.

The fence agent standard provides commands (such asof f andr eboot ) that the cluster can useto fence
nodes. As with other resource agent classes, this allows a layer of abstraction so that Pacemaker doesn’t
need any knowledge about specific fencing technologies— that knowledge is isolated in the agent.

When a Fence Device Can Be Used

Fencing devices do not actually "run" like most services. Typically, they just provide an interface for
sending commands to an external device.

Additionally, fencing may be initiated by Pacemaker, by other cluster-aware software such as DRBD or
DLM, or manually by an administrator, at any point in the cluster life cycle, including before any resources
have been started.

To accommodate this, Pacemaker does not require the fence device resource to be "started” in order to be
used. Whether a fence device is started or not determines whether a node runs any recurring monitor for
the device, and gives the node a dlight preference for being chosen to execute fencing using that device.

By default, any node can execute any fencing device. If afence deviceisdisabled by settingitst ar get -

r ol e to Stopped, then no node can use that device. If mandatory location constraints prevent a specific
node from "running" a fence device, then that node will never be chosen to execute fencing using the
device. A node may fence itself, but the cluster will choose that only if no other nodes can do the fencing.

A common configuration scenario is to have one fence device per target node. In such a case, users often
configure anti-location constraints so that the target node does not monitor itsown device. The best practice
is to make the constraint optional (i.e. a finite negative score rather than - | NFI NI TY), so that the node
can fenceitself if no other nodes can.

Limitations of Fencing Resources

Fencing resources have certain limitations that other resource classes don't:
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» They may have only one set of meta-attributes and one set of instance attributes.

« If rules are used to determine fencing resource options, these may only be evaluated when first read,
meaning that later changesto the ruleswill have no effect. Therefore, it is better to avoid confusion and

not use rules at all with fencing resources.

These limitations could be revisited if there is significant user demand.

Special Options for Fencing Resources

The table below lists specia instance attributes that may be set for any fencing resource (not meta
attributes, even though they areinterpreted by pacemaker rather than the fence agent). Thesearealso listed

in the man page for pacemaker - f enced.

Table 6.1. Additional Properties of Fencing Resour ces

Field

Type

Default

Description

stoni th-ti neout

NA

NA

Older versions used thisto override the
default period to wait for aSTONITH
(reboot, on, off) action to complete

for this device. It has been replaced by
thepcnk_reboot tinmeout and
pcnk_of f _ti meout properties.

provi des

string

Any special capability provided by the
fence device. Currently, only one such
capability is meaningful: unf enci ng
(see the section called “Unfencing”).

pcnk_host _nmap

string

A mapping of host names to ports
numbers for devicesthat do not
support host names. Example:
nodel: 1; node2: 2, 3 tells

the cluster to use port 1 for nodel
and ports 2 and 3 for node2. If
pcnk_host _check isexplicitly
settostatic-1i st either thisor
pcnk_host | i st must be set.

pcnk_host i st

string

A list of machines controlled by this
device. If pcnk_host _check is
explicitly settost ati c-1i st, either
thisor pcnk_host _nap must be set.

pcnk_host check

string

A value
appropriate to
other configuration
options and device
capabilities (see
note below)

How to determine which machines
are controlled by the device. Allowed
values:

* dynami c- i st: querythedevice
viathe"list" command

e static-1list: check
thepcnk_host |ist or
pcnk_host map attribute




Fencing

Field

Type

Default

Description

e status: query thedeviceviathe
"status' command

* none: assume every device can
fence every machine

pcnk_del ay_nax

time

Os

Enable arandom delay of up to the
time specified before executing fencing
actions. Thisis sometimes used in two-
node clusters to ensure that the nodes
don’t fence each other at the same
time. The overall delay introduced by
pacemaker is derived from this random
delay value adding a static delay so that
the sum is kept below the maximum
delay.

pcnk_del ay_base

time

Os

Enable a static delay before executing
fencing actions. This can be used e.g.
in two-node clusters to ensure that
the nodes don’t fence each other, by
having separate fencing resources
with different values. The node that
is fenced with the shorter delay will
lose afencing race. The overal delay
introduced by pacemaker is derived
from this value plus a random delay
such that the sum is kept below the
maximum delay.

pcnk_action_ limt

integer

The maximum number of actions

that can be performed in parallel

on this device, if the cluster option
concurrent-fencingistrue.-1
is unlimited.

pcnk_host _ar gunent

string

port otherwise
p! ug if supported
according to the
metadata of the
fence agent

Advanced use only. Which parameter
should be supplied to the fence agent

to identify the node to be fenced. Some
devices support neither the standard

p! ug nor the deprecated por t
parameter, or may provide additional
ones. Use this to specify an alternate,
device-specific parameter. A value of
none tellsthe cluster not to supply any
additional parameters.
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Field

Type

Default

Description

pcnk_reboot _action

string

reboot

Advanced use only. The command to
send to the resource agent in order to
reboot a node. Some devices do not
support the standard commands or may
provide additional ones. Use thisto
specify an alternate, device-specific
command.

pcnk_reboot tineou

time

60s

Advanced use only. Specify an alternate
timeout to use for r eboot actions
instead of the value of st oni t h-

t i meout . Some devices need much
more or less time to complete than
normal. Use this to specify an aternate,
device-specific timeout.

pcnk_reboot retrie

$nteger

Advanced use only. The maximum
number of timesto retry ther eboot
command within the timeout period.
Some devices do not support multiple
connections, and operations may fail if
the deviceis busy with another task, so
Pacemaker will automatically retry the
operation, if there istime remaining.
Use this option to alter the number of
times Pacemaker retries before giving

up.

pcnk_of f _action

string

off

Advanced use only. The command to
send to the resource agent in order to
shut down a node. Some devices do
not support the standard commands or
may provide additional ones. Use this
to specify an alternate, device-specific
command.

pcnk_of f _ti meout

time

60s

Advanced use only. Specify an alternate
timeout to use for of f actions instead
of thevalueof st oni t h-ti meout .
Some devices need much more or less
time to complete than normal. Use this
to specify an alternate, device-specific
timeout.

pcnk_off retries

integer

Advanced use only. The maximum
number of timesto retry the of f
command within the timeout period.
Some devices do not support multiple
connections, and operations may fail if
the deviceis busy with another task, so
Pacemaker will automatically retry the
operation, if there istime remaining.
Use this option to alter the number of
times Pacemaker retries before giving

up.
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Field

Type

Default

Description

pcnk_list_action

string

list

Advanced use only. The command to
send to the resource agent in order to
list nodes. Some devices do not support
the standard commands or may provide
additional ones. Use this to specify an
alternate, device-specific command.

pcnk_|ist _tinmeout

time

60s

Advanced use only. Specify an alternate
timeout tousefor | i st actionsinstead
of thevalueof st oni t h-ti meout .
Some devices need much more or less
time to compl ete than normal. Use this
to specify an aternate, device-specific
timeout.

pcnk list retries

integer

Advanced use only. The maximum
number of timesto retry thel i st
command within the timeout period.
Some devices do not support multiple
connections, and operations may fail if
the deviceis busy with another task, so
Pacemaker will automatically retry the
operation, if there istime remaining.
Use this option to alter the number of
times Pacemaker retries before giving

up.

pcnk_noni tor_actio

1string

monitor

Advanced use only. The command to
send to the resource agent in order to
report extended status. Some devices
do not support the standard commands
or may provide additional ones. Use
this to specify an alternate, device-
specific command.

pcnk_noni tor_tineog

wime

60s

Advanced use only. Specify an alternate
timeout to use for moni t or actions
instead of the value of st oni t h-

t i meout . Some devices need much
more or less time to complete than
normal. Use this to specify an aternate,
device-specific timeout.

pcnk_nonitor _retri

@steger

Advanced use only. The maximum
number of timesto retry the noni t or
command within the timeout period.
Some devices do not support multiple
connections, and operations may fail if
the deviceis busy with another task, so
Pacemaker will automatically retry the
operation, if there istime remaining.
Use this option to alter the number of
times Pacemaker retries before giving

up.
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Field Type Default Description

pcnk_status_acti onstring status Advanced use only. The command to
send to the resource agent in order

to report status. Some devices do not
support the standard commands or may
provide additional ones. Use thisto
specify an alternate, device-specific
command.

pcnk_status_ti meoutime 60s Advanced use only. Specify an alternate
timeout to use for st at us actions
instead of the value of st oni t h-

t i meout . Some devices need much
more or less time to complete than
normal. Use this to specify an aternate,
device-specific timeout.

pcnk_status _retri génteger |2 Advanced use only. The maximum
number of timesto retry the st at us
command within the timeout period.
Some devices do not support multiple
connections, and operations may fail if
the deviceis busy with another task, so
Pacemaker will automatically retry the
operation, if there istime remaining.
Use this option to alter the number of
times Pacemaker retries before giving

up.

Note

Thedefault valuefor pcnk_host _check isstati c-1i st if either pcnk_host _|i st or
pcnk_host _nmap is configured. If neither of those are configured, the default is dynami c-
I i st if the fence device supports the list action, or st at us if the fence device supports the
status action but not the list action. If none of those conditions apply, the defaultisnone.

Unfencing

With fabric fencing (such as cutting network or shared disk accessrather than power), it isexpected that the
cluster will fence the node, and then a system administrator must manually investigate what went wrong,
correct any issues found, then reboot (or restart the cluster services on) the node.

Once the node reboots and rejoins the cluster, some fabric fencing devices require an explicit command
to restore the node’ s access. This capability is called unfencing and is typically implemented as the fence
agent’s on command.

If any cluster resource hasr equi r es settounf enci ng, then that resource will not be probed or started
on anode until that node has been unfenced.

Fence Devices Dependent on Other Resources

In some cases, afence device may require some other cluster resource (such as an IP address) to be active
in order to function properly.
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This is obviously undesirable in general: fencing may be required when the depended-on resource is
not active, or fencing may be required because the node running the depended-on resource is no longer

responding.

However, this may be acceptable under certain conditions:

The dependent fence device should not be able to target any node that is allowed to run the depended-
on resource.

The depended-on resource should not be disabled during production operation.

The concurrent - f enci ng cluster property should be set to t r ue. Otherwise, if both the node
running the depended-on resource and some node targeted by the dependent fence device need to be
fenced, the fencing of the node running the depended-on resource might be ordered first, making the
second fencing impossible and blocking further recovery. With concurrent fencing, the dependent fence
device might fail at first due to the depended-on resource being unavailable, but it will be retried and
eventually succeed once the resource is brought back up.

Even under those conditions, there is one unlikely problem scenario. The DC always schedul es fencing of
itself after any other fencing needed, to avoid unnecessary repeated DC elections. If the dependent fence
devicetargets the DC, and both the DC and a different node running the depended-on resource need to be
fenced, the DC fencing will alwaysfail and block further recovery. Note, however, that losing a DC node
entirely causes some other node to become DC and schedule the fencing, so thisisonly arisk when astop
or other operation withon- f ai | settof enci ng failsonthe DC.

Configuring Fencing

1

Find the correct driver:

# stonith_admin --list-installed

. Find the required parameters associated with the device (replacing $AGENT_NAME with the name

obtained from the previous step):

# stonith_adm n --nmetadata --agent $AGENT_NAME

. Create afile called st oni t h. xml containing a primitive resource with a class of st oni t h, atype

equal to the agent name obtained earlier, and a parameter for each of the values returned in the previous
step.

. If the device does not know how to fence nodes based on their uname, you may also need to set the

special pcnk_host _map parameter. Seeman pacemaker - f enced for details.

. If the device does not support the |i st command, you may aso need to set the special

pcnk_host |i st and/or pcnk_host check parameters. Seenan pacenaker - f enced for
details.

. If the device does not expect the victim to be specified with the port parameter, you may also need

to set the special pcnk_host _ar gunent parameter. See nan pacenaker - f enced for details.

. Upload it into the CIB using cibadmin:

# cibadmn -C -0 resources --xnm-file stonith.xn

. Set st oni t h- enabl ed to true:
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# crmattribute -t crmconfig -n stonith-enabled -v true

9. Once the stonith resource is running, you can test it by executing the following (although you might
want to stop the cluster on that machine first):

# stonith_admin --reboot nodenane

Example Fencing Configuration

Assumewe have achassis containing four nodesand an |PM| device activeon 192.0.2.1. Wewould choose
thef ence_i pmi | an driver, and obtain the following list of parameters:

Example 6.1. Obtaining a list of Fence Agent Parameters
# stonith_admin --netadata -a fence_ipnilan

<resour ce- agent name="fence_i pm | an" shortdesc="Fence agent for |IPM over LAN'>
<sym i nk name="fence_il 03" shortdesc="Fence agent for HP i LO3"/>
<sym i nk name="fence_il 04" shortdesc="Fence agent for HP i LO4"/>
<sym i nk name="fence_idrac" shortdesc="Fence agent for Dell i DRAC'/>
<sym i nk nane="fence_i nmi' shortdesc="Fence agent for |IBM Integrated Managenent
<l ongdesc>
</l ongdesc>
<vendor-url >
</ vendor-url >
<par anet er s>
<par amet er name="aut h" uni que="0" required="0">
<getopt m xed="-A"/>
<content type="string"/>
<shortdesc>
</ shortdesc>
</ par anet er >
<par anet er name="i paddr" uni que="0" required="1">
<getopt m xed="-a"/>
<content type="string"/>
<shortdesc>
</ shortdesc>
</ par anet er >
<par amet er name="passwd" uni que="0" required="0">
<getopt m xed="-p"/>
<content type="string"/>
<shortdesc>
</ shortdesc>
</ par anet er >
<par amet er name="passwd_script" uni que="0" required="0">
<getopt m xed="-S"/>
<content type="string"/>
<shortdesc>
</ shortdesc>
</ par anet er >
<par anet er nanme="|anpl us" uni que="0" required="0">
<getopt m xed="-P"/>
<content type="bool ean"/>
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<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="| ogi n" uni que="0" required="0">
<getopt m xed="-1"/>
<content type="string"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="action" uni que="0" required="0">
<get opt m xed="-0"/>
<content type="string" default="reboot"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="timeout" uni que="0" required="0">
<getopt m xed="-t"/>
<content type="string"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="ci pher" uni que="0" required="0">
<getopt m xed="-C'/>
<content type="string"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="net hod" uni que="0" required="0">
<getopt m xed="-M'/>
<content type="string" default="onoff"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="power_wait" uni que="0" required="0">
<getopt m xed="-T"/>
<content type="string" default="2"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="del ay" uni que="0" required="0">
<getopt m xed="-f"/>
<content type="string"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par ameter name="privlvl" unique="0" required="0">
<get opt m xed="-L"/>
<content type="string"/>
<shortdesc>
</ shortdesc>

</ par anet er >

<par amet er name="ver bose" uni que="0" required="0">
<get opt m xed="-v"/>
<content type="bool ean"/>
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<short desc>
</ short desc>
</ par anet er >
</ par anet er s>
<actions>
<action nane="on"/>
<action nane="off"/>
<action nanme="reboot"/>
<action nane="status"/>
<action nane="di ag"/>
<action nanme="list"/>
<action nanme="nonitor"/>
<action nanme="net adata"/ >
<action name="stop" tineout="20s"/>
<action nane="start" tineout="20s"/>
</ actions>
</ resour ce- agent >

Based on that, we would create a fencing resource fragment that might look like this:

Example 6.2. An IPMI-based Fencing Resour ce

<primtive id="Fencing" class="stonith" type="fence_ipmlan" >
<instance_attributes id="Fencing-parans" >
<nvpair id="Fenci ng-passwd" nane="passwd"” val ue="testuser" />
<nvpair id="Fencing-login" name="|ogi n" val ue="abcl123" />
<nvpair id="Fencing-ipaddr” nane="ipaddr" value="192.0.2.1" />
<nvpair id="Fencing-pcnk_host _Iist" name="pcnk_host list" val ue="pcnk-1 pcnk-2
</instance_attributes>
<operations >
<op id="Fenci ng-nonitor-10nt interval ="10nf name="nonitor" tinmeout="300s" />
</ oper ati ons>
</primtive>

Finally, we need to enable fencing:

# crmattribute -t crmconfig -n stonith-enabled -v true

Fencing Topologies

Pacemaker supports fencing nodes with multiple devices through a feature called fencing topologies.
Fencing topologies may be used to provide alternative devices in case one fails, or to require multiple
devices to all be executed successfully in order to consider the node successfully fenced, or even a
combination of the two.

Create the individual devices as you normally would, then define one or more f enci ng- | evel entries
inthef enci ng- t opol ogy section of the configuration.

» Eachfencing level is attempted in order of ascendingi ndex. Allowed values are 1 through 9.

+ If adevicefails, processing terminatesfor the current level. No further devicesin that level areexercised,
and the next level is attempted instead.

« If the operation succeeds for all the listed devicesin alevel, the level is deemed to have passed.
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e Theoperation is finished when alevel has passed (success), or al levels have been attempted (failed).

« If the operation failed, the next step is determined by the scheduler and/or the controller.

Some possible uses of topologies include:

e Try on-board IPMI, then an intelligent power switch if that fails

 Try fabric fencing of both disk and network, then fall back to power fencing if either fails

» Wait up to acertain time for akernel dump to complete, then cut power to the node

Table 6.2. Propertiesof Fencing Levels

Field Description
id A unique name for the level
tar get The name of asingle node to which thislevel applies

target-pattern

An extended regular expression (as defined in POSIX [http://
pubs.opengroup.org/onlinepubs/9699919799/basedef s/

V1 chap09.htmi#tag_09_04]) matching the names of nodes to which this
level applies

t ar get -
attribute

The name of anode attribute that isset (tot ar get - val ue) for nodes
to which this level applies

target -val ue

The node attribute value (of t ar get - at t ri but e) that is set for nodes
to which thislevel applies

i ndex The order in which to attempt the levels. Levels are attempted in
ascending order until one succeeds. Valid values are 1 through 9.
devi ces A comma-separated list of devices that must al be tried for thislevel

Example 6.3. Fencing topology with different devicesfor different nodes

<cib crmfeature_set="3.0.6" validate-w th="pacenaker-1.2" adm n_epoch="1" epoch=

<confi gurati on>

<f enci ng- t opol ogy>

<l-- For

<l-- For

pcnk-1, try poison-pill and fail back to power -->
<fencing-level id="f-pl.1" target="pcnk-1" index="1" devi ces="
<fencing-level id="f-pl.2" target="pcnk-1" index="2" devices="

pcnk-2, try disk and network, and fail back to power
<fencing-level id="f-p2.1" target="pcnk-2" index="1" devi ces="
<fencing-level id="f-p2.2" target="pcnk-2" index="2" devices="

</ f enci ng-t opol ogy>

<confi gurati on>

<st at us/ >
</ ci b>

Example Dual-Layer, Dual-Device Fencing Topologies

poi son-pill"/>
power "/ >

-->

di sk, net wor k" /
power "/ >

The following example illustrates an advanced use of f enci ng-t opol ogy in a cluster with the

following properties:
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» 3 nodes (2 active prod-mysqgl nodes, 1 prod_mysgl-rep in standby for quorum purposes)

* the active nodes have an IPMI-controlled power board reached at 192.0.2.1 and 192.0.2.2

« the active nodes also have two independent PSUs (Power Supply Units) connected to two independent
PDUs (Power Distribution Units) reached at 198.51.100.1 (port 10 and port 11) and 203.0.113.1 (port

10 and port 11)

« thefirst fencing method usesthef ence_i pm agent

« the second fencing method uses the f ence_apc_snnp agent targetting 2 fencing devices (one per
PSU, either port 10 or 11)

« fencing is only implemented for the active nodes and has location constraints

« fencing topology is set to try IPMI fencing first then default to a"sure-kill" dual PDU fencing

Inanormal failure scenario, STONITH will first select f ence_i pm totry tokill thefaulty node. Using a
fencing topology, if that first method fails, STONITH will then move onto selectingf ence_apc_snnp

twice:

» once for thefirst PDU

* again for the second PDU

Thefenceaction is considered successful only if both PDUs report the required status. If any of them fails,
STONITH loops back to the first fencing method, f ence_i pni , and so on until the node is fenced or
fencing action is cancelled.

First fencing method: single IPM1 device.
can be called for fencing using the following primitives:

<primtive class="stonith"

Each cluster node hasit own dedicated IPMI channel that

i d="fence_prod-nysqgl 1_ipm " type="fence_ipnilan">

<instance_attributes id="fence_prod-mysqgl 1l ipm-instance_attributes">

<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai

r

g —

r

i d="fence_prod-nysql 1 ipm
i d="fence_prod-nysql 1 ipm
i d="fence_prod-nysql 1 ipm
i d="fence_prod-nysql 1 ipm
i d="fence_prod-nysql 1 ipm
i d="fence_prod-nysql 1 ipm
i d="fence_prod-nysql 1 ipm

</instance_attributes>

</primtive>
<primtive class="stonith"

nstance_attri butes-i paddr"
nstance_attri butes-action”
nstance_attri butes-I|ogi n"

nstance_attri but es- passwd"
nstance_attri but es-verbose"

nstance_attri butes-pcnk_host |ist"

nstance_attri butes-1anpl us"

nanme="i paddr" v
name="action" v

name="1ogi n" val

nane="passwd" v
nane="ver bose"
name="p
nanme="1 anpl us"

i d="fence_prod-nysqgl 2_ipm " type="fence_ipnilan">

<instance_attributes id="fence_prod-mysqgl 2_i pm -instance_attributes">

<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai

r

g —

r

i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm

</instance_attributes>

</primtive>

Second fencing method: dual PDU devices.

nstance_attri butes-i paddr"
nstance_attri butes-action”
nstance_attri butes-Ilogi n"

nstance_attri but es- passwd"
nstance_attri but es-verbose"

nstance_attri butes-pcnk_host |ist"

nstance_attri butes-1anpl us"

controlled by two distinct PDUs. That means atotal of 4 fencing devices configured as follows:

nanme="i paddr" v
name="action" v

name="1ogi n" val

nane="passwd" v
nane="ver bose"
name="p
nanme="1 anpl us"

Each cluster node also has two distinct power channels
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* Nodel, PDU 1, PSU 1 @ port 10
* Nodel, PDU 2, PSU 2 @ port 10
* Node?2,PDU 1, PSU 1 @ port 11
* Node?2, PDU 2, PSU 2 @ port 11
The matching fencing agents are configured as follows:

<primtive class="stonith"

<i nstance_attributes id="fence_prod-mysqgl 1_apcl-instance_attributes">

<nvpair id="fence_prod-nysql 1_apcl-
<nvpair id="fence_prod-nysql 1_apcl-
<nvpair id="fence_prod-nysql 1_apcl-
<nvpair id="fence_prod-nysql 1_apcl-
<nvpair id="fence_prod-nysql 1_apcl-
<nvpair id="fence_prod-nysql 1_apcl-

</instance_attributes>
</primtive>
<primtive class="stonith"

nstance_attri butes-i paddr"”
nstance_attri butes-action"
nstance_attri butes-port”
nstance_attri butes-I| ogi n"
nstance_attri but es- passwd"
nstance_attri butes-pcnk_host _|ist"

<i nstance_attributes id="fence_prod-mysqgl 1_apc2-instance_attributes">

<nvpair id="fence_prod-nysql 1_apc2-
<nvpair id="fence_prod-nysql 1_apc2-
<nvpair id="fence_prod-nysql 1_apc2-
<nvpair id="fence_prod-nysql 1_apc2-
<nvpair id="fence_prod-nysql 1_apc2-
<nvpair id="fence_prod-nysql 1_apc2-

</instance_attributes>
</primtive>
<primtive class="stonith"

nstance_attri butes-i paddr"”
nstance_attri butes-action"
nstance_attri butes-port”
nstance_attri butes-I| ogi n"
nstance_attri but es- passwd"
nstance_attri butes-pcnk_host _|ist"

<i nstance_attributes id="fence_prod-mnmysqgl 2_apcl-instance_attributes">

<nvpair id="fence_prod-nysql 2_apcl-
<nvpair id="fence_prod-nysql 2_apcl-
<nvpair id="fence_prod-nysql 2_apcl-
<nvpair id="fence_prod-nysql 2_apcl-
<nvpair id="fence_prod-nysql 2_apcl-
<nvpair id="fence_prod-nysql 2_apcl-

</instance_attributes>
</primtive>
<primtive class="stonith"

nstance_attri butes-i paddr"
nstance_attri butes-action"
nstance_attri butes-port”
nstance_attri butes-I| ogi n"
nstance_attri but es- passwd"
nstance_attri butes-pcnk_host _|ist"

<i nstance_attributes id="fence_prod-mnmysqgl 2_apc2-instance_attributes">

<nvpair id="fence_prod-nysql 2_apc2-
<nvpair id="fence_prod-nysql 2_apc2-
<nvpair id="fence_prod-nysql 2_apc2-
<nvpair id="fence_prod-nysql 2_apc2-
<nvpair id="fence_prod-nysql 2_apc2-
<nvpair id="fence_prod-nysql 2_apc2-

</instance_attributes>
</primtive>

Location Constraints.

nstance_attri butes-i paddr"
nstance_attri butes-action"
nstance_attri butes-port”
nstance_attri butes-I| ogi n"
nstance_attri but es- passwd"
nstance_attri butes-pcnk_host _|ist"

To prevent STONITH from trying to run a fencing agent on the same node it

is supposed to fence, constraints are placed on all the fencing primitives:

<constrai nt s>
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i d="fence_prod-nysql 1_apcl" type="fence_apc_snnp">

nane="i paddr" v
nane="action" v
nane="port" val ue
name="1ogi n" val
nane="passwd" v

name="p

i d="fence_prod-nysql 1_apc2" type="fence_apc_snnp">

nanme="i paddr" v
nane="action" v
nane="port" val ue
name="1ogi n" val
nane="passwd" v

name="p

i d="fence_prod-nysql 2_apcl" type="fence_apc_snnp">

nanme="i paddr" v
nane="action" v
nane="port" val ue
name="1ogi n" val
nane="passwd" v

name="p

i d="fence_prod-nysqgl 2_apc2" type="fence_apc_snnp">

nane="i paddr" v
nane="action" v
nane="port" val ue
name="1ogi n" val
nane="passwd" v

name="p
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<rsc_l ocation

<rsc_l ocation
<rsc_l ocation
<rsc_l ocation
<rsc_l ocation
<rsc_l ocation

</ constrai nt s>

Fencing topology.

i d="1 _fence_prod-nysql 1_ipnmi"

d="1_fence_prod-nysql 2_i pm

d="1_fence_prod-nysql 1_apc2"”
d="1_fence_prod-nysql 1_apcl”
d="1_fence_prod-nysql 2_apc1”
i d="1_fence_prod-nysql 2_apc2"

node="pr od- mysqgl 1"
node="pr od- mysqgl 2"
node="pr od- mysqgl 1"
node="pr od- mysqgl 1"
node="pr od- mysqgl 2"
node="pr od- mysqgl 2"

rsc="fence_prod-n
rsc="fence_prod-n
rsc="fence_prod-n
rsc="fence_prod-n
rsc="fence_prod-n
rsc="fence_prod-n

Now that all the fencing resources are defined, it’ stimeto create the right topology.

We want to first fence using IPMI and if that does not work, fence both PDUs to effectively and surely

kill the node.

<f enci ng- t opol ogy>

<f enci ng- | evel
<f enci ng- | evel
<f enci ng- | evel
<f enci ng- | evel

devi ces="fence_prod-nysql 1l ipm™"
devi ces="fence_prod-nysqgl 1_apcl, fence_prod-nysql 1 _apc2"
devi ces="fence_prod-nysql 2_i pm "
devi ces="fence_prod-nysqgl 2_apcl, fence_prod-nysql 2_apc2"

</ f enci ng-t opol ogy>

i d="fenci ng- 2"

i d="fenci ng- 0"

Pleasenote, inf enci ng-t opol ogy, thelowesti ndex value determinesthe priority of thefirst fencing

method.

Final configuration.

<ci b adm n_epoch="0" crmfeature_set="3.0.7" epoch="292"

<configuration
<crm confi g>

<cluster_property_set

<nvpair
<nvpair
<nvpair

Put together, the configuration looks like this:

>

i d="ci b- boot st rap-opti ons">
i d="ci b- boot st rap-opti ons-stonith-enabl ed”
i d="ci b- boot st rap-opti ons-stonith-action”

i d="ci b- boot st rap- opti ons- expect ed- quor um vot es"

</cluster_property_set>

</crmconfig
<nodes>

<node id="prod-nmysqgl 1"
<node id="prod-nmysqgl 2"
<node id="prod-nysql -repl”

>

uname="pr od- nysqgl 1" >
uname="pr od- nysql 2"/ >
uname="pr od- nysql -repl"/>

<i nstance_attributes id="prod-nysql-repl">
nane="st andby" val ue="on"/>

<nvpai

r

i d="prod-nysql -repl-standby”

</instance_attributes>

</ node>
</ nodes>
<r esour ces>

<primtive class="stonith"

have- quor un¥" 1"

i ndex="1" target=
i d="fenc

i ndex="1" target=
i d="fenc
num updat

nane="st oni t h- enabl ed"
nane="stoni t h-action”

va
nane="expect ed- qu

i d="fence_prod-nysqll ipm" type="fence_ipm|an">

<instance_attributes id="fence_prod-mnmysqgl 1 _ipm-instance_attributes">

<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai

r

—_ = = = =

r

i d="fence_prod-nysql 1_ipm
i d="fence_prod-nysql 1_ipm
i d="fence_prod-nysql 1_ipm
i d="fence_prod-nysql 1_ipm
i d="fence_prod-nysql 1_ipm
i d="fence_prod-nysql 1_ipm
i d="fence_prod-nysql 1_ipm

</instance_attributes>
</primtive>

nstance_attri but es-i paddr”
nstance_attri butes-action”
nstance_attri butes-1ogi n"
nstance_attri but es- passwd”
nstance_attri but es-verbose”
nstance_attri butes-pcnk_host _|ist”
nstance_attri butes-1anpl us”

nane="i pa
name="act
nane="1 og

name="pas

name="ve
n
nane="1| a
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<primtive c
<i nstance_
<nvpair
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai

—_ = = = =

r

</instance_

</primtive>
<primtive c
<i nstance_
<nvpair
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai

[ —

r

</instance_

</primtive>
<primtive c
<i nstance_
<nvpair
<nvpai
<nvpai
<nvpai
<nvpai
<nvpai

[ —

r

</instance_

</primtive>
<primtive c

<i nstance_

<nvpair
<nvpai
<nvpai
<nvpai
<nvpai
<nvpair
</instance
</primtive>
<primtive c

[ —

<i nstance_

<nvpair
<nvpai
<nvpai
<nvpai
<nvpai
<nvpair
</instance
</primtive>
</ resources>
<constraint s>
<rsc_locatio

[ —

| ass="stonith" id="fence_prod-nysql2_ipm" type="fence_ipmlan">
attributes id="fence_prod-mysqgl 2_i pm -instance_attri butes">

i d="fence_prod-nysql 2_i pm -i nstance_attri but es-i paddr” nanme="i pa
i d="fence_prod-nysqgl 2_i pm -instance_attributes-acti on" nane="act
i d="fence_prod-nysql 2_i pm -i nstance_attri butes-I|ogi n" name="I og
i d="fence_prod-nysqgl 2_i pm -i nstance_attri butes-passwd" nane="pas
i d="fence_prod-nysql 2_i pm -i nstance_attri butes-verbose" name="ve

nstance_attri butes-pcnk_host _list" n
nstance_attri butes-1anplus" nanme="I a

i d="fence_prod-nysql 2_i pm
i d="fence_prod-nysql 2_i pm
attributes>

| ass="stonith" id="fence_prod-nysql1_apcl" type="fence_apc_snmp"
attributes id="fence_prod-mysqgl 1_apcl-instance_attributes">

i d="fence_prod-nysql 1_apcl-instance_attributes-ipaddr” name="ipa
i d="fence_prod-nysqgl 1_apcl-instance_attributes-action" nane="act
i d="fence_prod-nysql 1_apcl-instance_attributes-port" name="port"
i d="fence_prod-nysql 1_apcl-instance_attributes-I|ogin" name="I| og
i d="fence_prod-nysqgl 1_apcl-instance_attributes-passwd" nane="pas

i d="fence_prod-nysql 1_apcl-instance_attributes-pcnk_host _list" n

attri but es>

| ass="stonith" id="fence_prod-nysql 1_apc2" type="fence_apc_snmp"
attributes id="fence_prod-mysqgl 1_apc2-instance_attributes">

i d="fence_prod-nysql 1_apc2-instance_attri butes-ipaddr” nanme="i pa
i d="fence_prod-nysqgl 1_apc2-instance_attributes-acti on" nane="act
i d="fence_prod-nysql 1_apc2-instance_attri butes-port" nanme="port"
i d="fence_prod-nysql 1_apc2-instance_attri butes-I|ogin" name="I| og
i d="fence_prod-nysqgl 1_apc2-instance_attributes-passwd” nane="pas

i d="fence_prod-nysql 1_apc2-instance_attributes-pcnk_host _list" n

attri but es>

| ass="stonith" id="fence_prod-nysql 2_apcl" type="fence_apc_snmp"
attributes id="fence_prod-mysqgl 2_apcl-instance_attributes">

i d="fence_prod-nysql 2_apcl-instance_attributes-ipaddr" name="ipa
i d="fence_prod-nysqgl 2_apcl-instance_attributes-action" nane="act
i d="fence_prod-nysql 2_apcl-instance_attributes-port" nanme="port"
i d="fence_prod-nysql 2_apcl-instance_attributes-I|ogin" name="I| og
i d="fence_prod-nysqgl 2_apcl-instance_attributes-passwd" nane="pas

i d="fence_prod-nysql 2_apcl-instance_attributes-pcnk_host _list" n

_attributes>

| ass="stonith" id="fence_prod-nysql 2_apc2" type="fence_apc_snmp"
attributes id="fence_prod-mnmysqgl 2_apc2-instance_attri butes">

i d="fence_prod-nysql 2_apc2-instance_attri butes-ipaddr” name="i pa
i d="fence_prod-nysqgl 2_apc2-instance_attributes-acti on" nane="act
i d="fence_prod-nysql 2_apc2-instance_attri butes-port" nanme="port"
i d="fence_prod-nysql 2_apc2-instance_attri butes-I|ogin" name="I| og
i d="fence_prod-nysqgl 2_apc2-instance_attributes-passwd" nane="pas

i d="fence_prod-nysql 2_apc2-instance_attributes-pcnk_host _list" n

_attributes>

n id="1_fence_prod-mysqgl 1_i pm " node="prod-nysql 1" rsc="fence_pr
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<rsc_|l ocation id="1_fence_prod-mnmysqgl 2_i pm " node="prod-nysql 2"
<rsc_|l ocation id="1_fence_prod-mysqgl 1_apc2" node="prod-nysql 1"
<rsc_|l ocation id="1_fence_prod-mysqgl 1_apcl" node="prod-nysql 1"
<rsc_|l ocation id="1_fence_prod-mnmysqgl 2_apcl" node="prod-nysql 2"
<rsc_|l ocation id="1_fence_prod-mnmysqgl 2_apc2" node="prod-nysql 2"

</ constraints>
<f enci ng- t opol ogy>

<fenci ng-1 evel devices="fence_prod-nysqll ipm" id="fencing-2"
<fenci ng-1| evel devices="fence_prod-nysql 1_apcl, fence_prod-nysql 1_apc2" id="
<fenci ng-1 evel devices="fence_prod-nysql2_ipm " id="fencing-0"
<fenci ng-1 evel devi ces="fence_prod-nysql 2_apcl, fence_prod-nysql 2_apc2" id="

rsc="fence_pr
rsc="fence_pr
rsc="fence_pr
rsc="fence_pr
rsc="fence_pr

i ndex="1" tar

i ndex="1" tar

</ f enci ng-t opol ogy>

</ configuration>
</ ci b>

Remapping Reboots

When the cluster needs to reboot a node, whether because st oni t h- acti on isr eboot or because a
reboot was manually requested (such asby st oni t h_adm n --reboot), it will remap that to other
commands in two cases:

1. If the chosen fencing device does not support ther eboot command, the cluster will ask it to perform
of f instead.

2. If afencing topology level with multiple devices must be executed, the cluster will ask all the devices
to perform of f , then ask the devices to perform on.

To understand the second case, consider the example of a node with redundant power supplies connected
to intelligent power switches. Rebooting one switch and then the other would have no effect on the node.
Turning both switches off, and then on, actually reboots the node.

In such a case, the fencing operation will be treated as successful aslong asthe of f commands succeed,
because then it is safe for the cluster to recover any resources that were on the node. Timeouts and errors
in the on phase will be logged but ignored.

When a reboot operation is remapped, any action-specific timeout for the remapped action will be
used (for example, pcnk_of f _ti nmeout will be used when executing the of f command, not
pcnk_r eboot _ti meout).
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Alerts may be configured to take some external action when a cluster event occurs (node failure, resource
starting or stopping, €tc.).

Alert Agents

Aswith resource agents, the cluster calls an external program (an alert agent) to handle alerts. The cluster
passes information about the event to the agent via environment variables. Agents can do anything desired
with thisinformation (send an e-mail, log to afile, update a monitoring system, etc.).

Example 7.1. Simple alert configuration

<confi guration>
<al erts>
<alert id="ny-alert" path="/path/to/ny-script.sh" />
</alerts>
</ configuration>

In the example above, the cluster will call my- scri pt . sh for each event.
Multiple alert agents may be configured; the cluster will call all of them for each event.

Alert agents will be called only on cluster nodes. They will be called for events involving Pacemaker
Remote nodes, but they will never be called on those nodes.

Alert Recipients

Usually alerts are directed towards a recipient. Thus each alert may be additionally configured with one
or more recipients. The cluster will call the agent separately for each recipient.

Example 7.2. Alert configuration with recipient

<configuration>
<al erts>
<alert id="my-alert" path="/path/to/my-script.sh">
<recipient id="my-alert-recipient” val ue="somne-address"/>
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</alert>
</alerts>
</ configuration>

In the above example, the cluster will call my- scri pt . sh for each event, passing the recipient sorre-
addr ess asan environment variable.

The recipient may be anything the alert agent can recognize— an |P address, an e-mail address, a file
name, whatever the particular agent supports.

Alert Meta-Attributes

As with resource agents, meta-attributes can be configured for alert agentsto affect how Pacemaker calls

them.

Table7.1. Meta-Attributes of an Alert

Meta-Attribute

Default Description

ti mest anp- %H:%M :%S.%06N Format the cluster will use when sending the

f or mat event’ s timestamp to the agent. Thisisastring
as used withthedat e( 1) command.

ti meout 30s If the alert agent does not complete within this

amount of time, it will be terminated.

M eta-attributes can be configured per alert agent and/or per recipient.

Example 7.3. Alert configuration with meta-attributes

<configurati

<al erts>

on>

<alert id="ny-alert" path="/path/to/m-script.sh">

<neta_attributes id="ny-alert-attributes">
<nvpair id="ny-alert-attributes-tineout" nane="tinmeout"
val ue="15s"/>
</meta_attributes>
<recipient id="ny-alert-recipientl" val ue="sonmeuser @xanpl e. coni' >
<nmeta_attributes id="my-alert-recipientl-attributes">
<nvpair id="ny-alert-recipientl-tinestanp-formt"
nane="ti mestanp-format" val ue="%0 % %'/ >
</meta_attributes>
</ recipi ent>
<recipient id="ny-alert-recipient2" val ue="ot heruser @xanpl e. coni' >
<nmeta_attributes id="my-alert-recipient2-attributes">
<nvpair id="ny-alert-recipient2-tinestanp-formt"
nane="ti mestanp-format" val ue="9%"/>
</meta_attributes>
</ recipi ent>

</alert>
</alerts>
</ configuration>

In the above example, the my- scri pt. sh will get called twice for each event, with each call using a
15-second timeout. One call will be passed the recipient someuser @xanpl e. comand a timestamp
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intheformat ¥ % %V} while the other call will be passed the recipient ot her user @xanpl e. com
and atimestamp in the format % .

Alert Instance Attributes

As with resource agents, agent-specific configuration values may be configured as instance attributes.
These will be passed to the agent as additional environment variables. The number, names and allowed
values of these instance attributes are completely up to the particular agent.

Example 7.4. Alert configuration with instance attributes

<confi guration>
<al erts>
<alert id="ny-alert" path="/path/to/m-script.sh">
<neta_attributes id="ny-alert-attributes">
<nvpair id="ny-alert-attributes-tinmeout" nane="ti neout
val ue="15s"/>
</meta_attributes>
<instance_attributes id="ny-alert-options">
<nvpair id="ny-alert-options-debug" nane="debug" val ue="fal se"/>
</instance_attributes>
<recipient id="ny-alert-recipientl" val ue="sonmeuser @xanpl e. coni'/ >
</alert>
</alerts>
</ configuration>

Alert Filters

By default, an alert agent will be called for node events, fencing events, and resource events. An agent
may choose to ignore certain types of events, but there is still the overhead of calling it for those events.
To eliminate that overhead, you may select which types of events the agent should receive.

Example 7.5. Alert configuration to receive only node events and fencing events

<confi guration>

<al erts>
<alert id="ny-alert" path="/path/to/my-script.sh">
<sel ect >
<sel ect _nodes />
<sel ect_fencing />
</ sel ect>
<recipient id="ny-alert-recipientl” val ue="sonmeuser @xanpl e. conf'/ >
</alert>
</alerts>

</ configuration>

The possible options within <sel ect> are <sel ect_nodes>, <sel ect_fenci ng>,
<sel ect _resources>,and<sel ect _attri butes>.

With<sel ect _att ri but es> (theonly event type not enabled by default), the agent will receive alerts
when a node attribute changes. If you wish the agent to be called only when certain attributes change, you
can configure that as well.
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Example 7.6. Alert configuration to be called when certain node attributes change

<confi guration>

<al erts>
<alert id="ny-alert" path="/path/to/my-script.sh">
<sel ect >
<sel ect _attributes>
<attribute id="al ert-standby" name="standby" />
<attribute id="al ert-shutdown" nane="shutdown" />
</select_attributes>
</ sel ect >
<recipient id="ny-alert-recipientl" val ue="someuser @xanpl e. coni'/ >
</alert>
</alerts>

</ configuration>

Node attribute aerts are currently considered experimental. Alerts may be limited to attributes set via
attrd_updater, and agents may be called multiple times with the same attribute value.

Using the Sample Alert Agents

Pacemaker provides several sample alert agents, installed in/ usr/ shar e/ pacermaker/ al erts by
defaullt.

While these sample scripts may be copied and used as-is, they are provided mainly as templates to be
edited to suit your purposes. See their source code for the full set of instance attributes they support.

Example 7.7. Sending cluster eventsas SNMP traps

<confi guration>
<al erts>
<alert id="snnp_alert" path="/path/to/alert_snnp.sh">
<instance_attributes id="config for_alert_snnp">
<nvpair id="trap_node_states" name="trap_node_ states" value="all"/
</instance_attributes>
<neta_attributes id="config for tinestanmp">
<nvpair id="ts fm" nane="tinestanp-fornmat"
val ue="%- %m %d, %1 %Vt ¥S. YO1N'/ >
</meta_attributes>
<recipient id="snnp_destination" value="192.168.1.2"/>
</alert>
</alerts>
</ configuration>

Example 7.8. Sending cluster eventsas e-mails

<confi guration>
<al erts>
<alert id="sntp_alert” path="/path/to/alert_sntp.sh">
<instance_attributes id="config for_alert_smp">
<nvpair id="emmil_sender" nane="enail _sender"
val ue="donot r epl y@xanpl e. cont'/ >
</instance_attributes>

62



Alerts

<reci pient id="sntp_destination" val ue="adm n@xanpl e. cont'/ >
</alert>
</alerts>
</ configuration>

Writing an Alert Agent

Table 7.2. Environment variables passed to alert agents

Environment Variable Description

CRM al ert ki nd Thetype of alert (node, f enci ng, resour ce, or
attribute)

CRM al ert _version The version of Pacemaker sending the alert

CRM al ert _reci pi ent The configured recipient

CRM al ert _node_sequencé\ sequence number increased whenever an alert is being issued
on the local node, which can be used to reference the order in
which alerts have been issued by Pacemaker. An alert for an
event that happened later in time reliably has a higher sequence
number than aertsfor earlier events. Be aware that this number
has no cluster-wide meaning.

CRM al ert _tinestanp A timestamp created prior to executing the agent, in the format
specified by thet i mest anp- f or mat meta-attribute. This
alows the agent to have areliable, high-precision time of when
the event occurred, regardless of when the agent itself was
invoked (which could potentially be delayed due to system load,
etc.).

CRM al ert _ti nest anp_epdtksametimeasCRM al ert _ti mest anp, expressed asthe
integer number of seconds since January 1, 1970. This (along
withCRM al ert _ti nest anp_usec) can be useful for alert
agents that need to format time in a specific way rather than let
the user configureit.

CRM al ert _ti mest anp_usd@tesametimeasCRM al ert _ti nmest anp,
expressed as the integer number of microseconds since
CRM al ert _ti nestanp_epoch.

CRM al ert _node Name of affected node

CRM al ert _desc Detail about event. For node alerts, thisis the node’s current
state (menber or | ost). For f enci ng aerts, thisisa
summary of the requested fencing operation, including
origin, target, and fencing operation error code, if any. For

r esour ce derts, thisisareadable string equivaent of
CRM al ert _stat us.

CRM al ert _nodei d ID of node whose status changed (provided with node alerts
only)
CRM al ert _t ask The requested fencing or resource operation (provided with

fenci ng andr esour ce dertsonly)

CRM al ert _rc The numerical return code of the fencing or resource operation
(provided with f enci ng and r esour ce aertsonly)

CRM al ert _rsc The name of the affected resource (r esour ce aertsonly)
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Environment Variable Description

CRM al ert _i nterval Theinterval of the resource operation (r esour ce alertsonly)

CRM al ert _target _rc The expected numerical return code of the operation

(r esour ce dertsonly)

CRM al ert _status A numerical code used by Pacemaker to represent the operation

result (r esour ce dertsonly)

CRM al ert _exec_tine The (wall-clock) time, in milliseconds, that it took to execute the

action. If the action timed out, CRM al ert _st at us will be
2,CRM al ert _desc will be"Timed Out", and this value will
be the action timeout. May not be supported on all platforms.

(r esour ce aertsonly)

CRM al ert _attri but e_naifine name of the node attribute that changed (at t r i but e alerts

only)

CRM al ert _attri but e_valTie new value of the node attribute that changed (at t ri but e

aertsonly)

Specia concerns when writing alert agents:;

Alert agents may be called with no recipient (if none is configured), so the agent must be able to handle
this situation, even if it only exitsin that case. (Users may modify the configuration in stages, and add
arecipient later.)

If more than one recipient is configured for an aert, the alert agent will be called once per recipient. If
an agent is not able to run concurrently, it should be configured with only a single recipient. The agent
isfree, however, to interpret the recipient as alist.

When acluster event occurs, al alertsare fired off at the sametime as separate processes. Depending on
how many alerts and recipients are configured, and on what is done within the alert agents, asignificant
load burst may occur. The agent could bewritten to take thisinto consideration, for example by queueing
resource-intensive actions into some other instance, instead of directly executing them.

Alert agents are run as the hacl ust er user, which has a minimal set of permissions. If an agent
requires additional privileges, it is recommended to configure sudo to alow the agent to run the
necessary commands as another user with the appropriate privileges.

Asaways, take careto validate and sanitize user-configured parameters, suchasCRM _alert_timestamp
(whose content is specified by the user-configured timestamp-format), CRM_alert_recipient, and all
instance attributes. Mostly thisis needed simply to protect against configuration errors, but if some user
can modify the CIB without having hacluster-level access to the cluster nodes, it is a potential security
concern as well, to avoid the possibility of code injection.

Note

The derts interface is designed to be backward compatible with the external scripts interface
used by theocf : pacemaker : Cl ust er Mon resource, which is now deprecated. To preserve
this compatibility, the environment variables passed to alert agents are available prepended with
CRM noti fy_ aswell asCRM al ert _. One break in compatibility is that ClusterMon ran
externa scriptsasther oot user, while alert agents are run asthe hacl ust er user.




Chapter 8. Rules

Table of Contents

RUIE PrOPEITIES ...ttt et ettt ettt e e et e e e e e et e e et et e e eeabanaeeees 65
NOE ATHDULE EXPIESSIONS .. ..eevtiieeiiti ettt e et e ettt e et et e e e e et e e e et e e eenteneeeees 66
Date/ TimME EXPIESSIONS ... .ceeetueeteii ettt ettt ettt ettt e ettt et e e e e e et e et e b e e e e ab e e e e e 68
Date SPECITICALIONS ... . eeeettee ettt e et e ettt e et et e e e e bt eeeere e eee 69
DUFBLIONS ...ttt ettt et e ettt e et et e e et e e 70
Example Time-Based EXPreSSiONS ......coeveeiiiiiie ettt 70
RESOUICE EXPIESSIONS ....eetteeeitie ettt e ettt e et ettt e e et et e et e et e e e e et e e e eebeaeeeataaeeees 72
Example Resource-Based EXPreSSIONS .........veieuieniiiiiiieieiie ettt e e e e eneans 72
OPEration EXPIrESSIONS ......uuueiiitiieeitit ettt e ettt e ettt e et et e e et et e e e ee b e e e e et e e e eate e e e eabeaeeene 72
Example Operation-Based EXPIrESSIONS ..........eiiiutueieiiiieeeiiieeeeeiie e e eeii e e eeti e eeeri e eeens 73
Using Rules to Determing RESOUICE LOCAIION ........cievuineiiiiiieeeeis ettt e e 73
Location Rules Based on Other Node Properties ..........oovveviiiiiiiinieiiieeeei e 73
Usingscore-attribute Instead of SCOIre ...ooouviiiiiiiiiiiiii e 74
USiNg RUIES t0 DEfINE OPLIONS ....vuieeeiiiee ettt ettt e e e e e b 74
Using Rules to Control RESOUICE OPLIONS .......ueiiiiiieiiiiieee et 74
Using Rules to Control ReSource DEfaUItS ...........uuiiiiiiiiieiii e e 75
Using Rules to Control ClIUSLEr OPLiONS ........c.uuieiiiieeiiiieeeei et 77

Rules can be used to make your configuration more dynamic, allowing values to change depending on the
time or the value of a node attribute. Examples of things rules are useful for:

» Set ahigher valuefor r esour ce- st i cki ness during working hours, to minimize downtime, and
alower value on weekends, to alow resources to move to their most preferred locations when people
aren’'t around to notice.

» Automatically place the cluster into maintenance mode during a scheduled mai ntenance window.

» Assign certain nodes and resources to a particular department via custom node attributes and meta-
attributes, and add a single location constraint that restricts the department’ s resources to run only on
those nodes.

Each constraint type or property set that supportsrulesmay contain oneor morer ul e elements specifying

conditions under which the constraint or properties take effect. Examples later in this section will make
this clearer.

Rule Properties

Table 8.1. Attributes of arule Element

Attribute Default Description
id A unigque name for the rule (required)
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Attribute Default Description

role St art ed |Theruleisin effect only when the resourceisin the
specified role. Allowed valuesare St ar t ed, Sl ave, and
Mast er . A rulewithr ol e=" Mast er " cannot determine
theinitial location of a clone instance and will only affect
which of the active instances will be promoted.

score If thisruleis used in alocation constraint and evaluates to
true, apply this score to the constraint. Only one of scor e
andscore-attri but e may beused.

score-attribute If thisruleisused in alocation constraint and evaluates
to true, use the value of this node attribute as the score to
apply to the constraint. Only one of scor e and scor e-
attri but e may beused.

bool ean- op and If this rule contains more than one condition, avalue of and
specifies that the rule evaluatesto true only if al conditions
aretrue, and avalue of or specifiesthat the rule evaluates to
true if any condition istrue.

A rul e element must contain one or more conditions. A condition may be an expr essi on element, a
dat e_expr essi on element, or another r ul e element.

Node Attribute Expressions

Expressions are rule conditions based on the values of node attributes.

Table 8.2. Attributes of an expression Element

Field Default Description
id A unique name for the expression (required)
attribute The node attribute to test (required)
type The How the node attributes should be compared. Allowed
default valuesarestri ng,i nt eger, nunber, andver si on.
type for i nt eger truncates floating-point values if necessary before
It,gt, performing an integer comparison. nunber performsa
Ite, floating-point comparison.
andgte
operations
is
nunber
if either
value
contains
adecima
point
character,
or
i nt eger
otherwise.
The
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Field Default Description

default
type for
all other
operations
is
string.
If a
numeric
parse fails
for either
value, then
the values
compared
astype
string.

operation The comparison to perform (required). Allowed values:

e | t: Trueif the node attribute value is less than the
comparison value

e gt: Trueif the node attribute value is greater than the
comparison value

e | te: Trueif the node attribute value is less than or equal
to the comparison value

e gt e: Trueif the node attribute value is greater than or
equal to the comparison value

e eq: Trueif the node attribute value is equal to the
comparison value

» ne: Trueif the node attribute value is not equal to the
comparison value

+ defi ned: Trueif the node has the named attribute

e not _defi ned: Trueif the node does not have the
named attribute

val ue User-supplied value for comparison (required for operations
other thandef i ned and not _def i ned)

val ue- sour ce [iteral |Howtheval ue isderived. Allowed values:
e literal:val ueisaliteral string to compare against

e par am val ue isthe name of aresource parameter to
compare against (only valid in location constraints)

* net a: val ue isthe name of aresource meta-attribute to
compare against (only valid in location constraints)

In addition to custom node attributes defined by the administrator, the cluster defines special, built-in node
attributes for each node that can also be used in rule expressions.
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Table 8.3. Built-in Node Attributes

Name Value

#uname Node name

#id Node ID

#ki nd Node type. Possible valuesarecl ust er , r enot e, and cont ai ner .

Kindisr enot e for Pacemaker Remote nodes created with the
ocf: pacemaker : r enpt e resource, and cont ai ner for Pacemaker Remote
guest nodes and bundle nodes

#i s_dc "true" if this nodeis a Designated Controller (DC), "false" otherwise

#cl uster- |Thevaueof thecl ust er - nane cluster property, if set
name

#si t e- nanme | Thevalueof thesi t e- nane node attribute, if set, otherwise identical to
#cl ust er - nane

#rol e The role the relevant promotable clone resource has on this node. Valid only
within arule for alocation constraint for a promotable clone resource.

Date/Time Expressions

Date/time expressions are rule conditions based (as the name suggests) on the current date and time.

A date_expressi on eement may optionaly contain a date_spec or durati on element
depending on the context.

Table 8.4. Attributes of a date_expression Element

Field Description
id A unique name for the expression (required)
start A date/time conforming to the ISO8601 [http://en.wikipedia.org/

wiki/ISO_8601] specification. May be used when oper ati on is
i n_range (inwhich case at least one of st art or end must be
specified) or gt (inwhich casest art isrequired).

end A date/time conforming to the 1SO8601 [http://en.wikipedia.org/
wiki/ISO_8601] specification. May be used when oper at i on is
i n_range (inwhich case at least one of st art or end must be
specified) or | t (in which case end isrequired).

operation Compares the current date/time with the start and/or end date,
depending on the context. Allowed values:

e gt: Trueif the current date/time is after st ar t
e | t: Trueif the current date/timeis before end

e i n_range: Trueif the current date/timeisafter st art (if
specified) and before either end (if specified) or st art plus
the value of thedur at i on element (if oneiscontained in the
dat e_expressi on)
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Field Description

e dat e_spec: Trueif the current date/time matches the
specification given in the contained dat e_spec element
(described below)

Note

Thereisnoeq, neq, gt e, or | t e operation, since they would be valid only for asingle second.

Date Specifications

A dat e_spec element is used to create a cron-like expression relating to time. Each field can contain a
single number or range. Any field not supplied isignored.

Table 8.5. Attributes of a date_spec Element

Field Description

id A unique name for the object (required)

hour s Allowed values: 0-23 (where 0 ismidnight and 23 is 11 p.m.)

nont hdays Allowed values: 1-31 (depending on month and year)

weekdays Allowed values: 1-7 (where 1 is Monday and 7 is Sunday)

year days Allowed values: 1-366 (depending on the year)

nmont hs Allowed values: 1-12

weeks Allowed values: 1-53 (depending on weekyear)

years Y ear according to the Gregorian calendar

weekyear s Y ear in which the week started; for example, 1 January 2005 can be
specified in 1SO 8601 as 2005-001 Ordinal, 2005-01-01 Gregorian
or 2004-W53-6 Weekly and thus would match year s="2005" or
weekyear s="2004"

noon Allowed values are 0-7 (where 0 is the new moon and 4 is full moon).
Serioudly, you can use this. This was implemented to demonstrate the
ease with which new comparisons could be added.

For example, nont hdays="1" matches the first day of every month, and hour s="09- 17" matches
the hours between 9 am. and 5 p.m. (inclusive).

At thistime, multiple ranges (e.g. weekdays="1, 2" or weekdays="1- 2, 5- 6" ) are not supported.

Note

Pacemaker can calculate when evaluation of adat e_expr essi on with an oper ati on of
gt,lt,ori n_range will next change, and schedule a cluster re-check for that time. However,
it does not do this for dat e_spec. Instead, it evaluates the dat e_spec whenever a cluster
re-check naturally happens viaa cluster event or thecl ust er - r echeck- i nt er val cluster
option. For example, if you have adat e_spec enabling aresource from 9 am. to 5 p.m., and
cl ust er-recheck-i nt erval hasbeen setto5minutes, then sometime between 9 am. and
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9:05 am. the cluster would noticethat it needsto start the resource, and sometime between 5 p.m.
and 5:05 p.m. it would realize that it needs to stop the resource. The timing of the actual start
and stop actions will further depend on factors such as any other actions the cluster may need to
perform first, and the load of the machine.

Durations

A dur at i on isusedto calculate avalue for end when oneisnot suppliedtoi n_r ange operations. It
contains one or more attributes each containing a single number. Any attribute not supplied isignored.

Table 8.6. Attributes of a duration Element

Field Description

id A unique name for this duration element (required)
seconds This many seconds will be added to the total duration
m nut es This many minutes will be added to the total duration
hour s This many hours will be added to the total duration
weeks This many weeks will be added to the total duration
nont hs This many months will be added to the total duration
years This many years will be added to the total duration

Example Time-Based Expressions

A small sample of how time-based expressions can be used:

Example 8.1. Trueif now isany timein the year 2005

<rule id="rul el score="INFIN TY">
<dat e_expression id="date_exprl" start="2005-001" operation="in_range">
<duration id="durationl" years="1"/>
</ dat e_expr essi on>
</rul e>

Example 8.2. Equivalent expression

<rule id="rul e2" score="INFIN TY">
<dat e_expressi on i d="date_expr2" operation="date_spec">
<dat e_spec id="date_spec2" years="2005"/>
</ dat e_expr essi on>
</rul e>

Example 8.3. 9am-5pm Monday-Friday

<rule id="rul e3" score="INFIN TY">
<dat e_expressi on i d="dat e_expr3" operation="date_spec">
<dat e_spec id="date_spec3" hours="9-16" weekdays="1-5"/>
</ dat e_expr essi on>
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</rul e>

Please note that the 16 matchesup to 16: 59: 59, as the numeric value (hour) still matches!

Example 8.4. 9am-6pm Monday through Friday or anytime Saturday

<rule id="rul e4" score="INFI N TY" bool ean-op="or">
<dat e_expressi on i d="date_expr4-1" operation="date_spec">
<dat e_spec id="date_spec4-1" hours="9-16" weekdays="1-5"/>
</ dat e_expr essi on>
<dat e_expressi on i d="dat e_expr4-2" operation="date_spec">
<dat e_spec id="date_spec4-2" weekdays="6"/>
</ dat e_expr essi on>

</rul e>

Example 8.5. 9am-5pm or 9pm-12am Monday through Friday

<rule id="rul e5" score="INFIN TY" bool ean-op="and">
<rule id="rul e5-nestedl"” score="INFIN TY" bool ean-op="or">
<dat e_expressi on i d="dat e_expr5-1" operation="date_spec">
<dat e_spec id="date_spec5-1" hours="9-16"/>
</ dat e_expr essi on>
<dat e_expressi on i d="dat e_expr5-2" operation="date_spec">
<dat e_spec id="date_spec5-2" hours="21-23"/>
</ dat e_expr essi on>
</rul e>
<dat e_expressi on i d="dat e_expr5-3" operation="date_spec">
<dat e_spec id="date_spec5-3" weekdays="1-5"/>
</ dat e_expr essi on>
</rul e>

Example 8.6. Mondaysin March 2005

<rule id="rul e6" score="INFIN TY" bool ean-op="and">
<dat e_expressi on i d="date_expr6-1" operation="date_spec">
<dat e_spec id="date_spec6" weekdays="1"/>
</ dat e_expr essi on>
<dat e_expressi on i d="dat e_expr6-2" operation="in_range"
start="2005-03-01" end="2005-04-01"/>
</rul e>

Note

Because no time is specified with the above dates, 00:00:00 is implied. This means that
the range includes al of 2005-03-01 but none of 2005-04-01. You may wish to write
end="2005- 03- 31T23: 59: 59" to avoid confusion.

Example 8.7. A full moon on Friday the 13th

<rule id="rul e7" score="INFIN TY" bool ean-op="and">
<dat e_expressi on i d="date_expr7" operation="date_spec">
<dat e_spec id="date_spec7" weekdays="5" nonthdays="13" noon="4"/>
</ dat e_expr essi on>
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</rul e>

Resource Expressions

Anrsc_expression is arule condition based on a resource agent’s properties. This rule is only
validwithinanr sc_def aul t s or op_def aul t s context. None of the matching attributes of cl ass,
provi der,andt ype arerequired. If oneisomitted, al values of that attribute will match. For instance,
omitting t ype means every type will match.

Table8.7. Attributes of an rsc_expression Element

Field Description

id A unique name for the expression (required)

cl ass The standard name to be matched against resource agents

provi der If given, the vendor to be matched against resource agents. This only
makes sense for agents using the OCF spec.

type The name of the resource agent to be matched

Example Resource-Based Expressions

A small sample of how resource-based expressions can be used:

Example 8.8. Truefor all ocf:heartbeat:1Paddr2 resour ces
<rule id="rul el" score="INFI N TY">

<rsc_expression id="rul e_exprl" class="ocf" provider="heartbeat" type="IPaddr2
</rul e>

Example 8.9. Provider doesn’t apply to non-OCF resour ces
<rule id="rul e2" score="INFIN TY">

<rsc_expression id="rul e_expr2" class="stonith" type="fence_xvni'/>
</rul e>

Operation Expressions

An op_expr essi on isarule condition based on an action of some resource agent. This rule is only
valid within an op_def aul t s context.

Table 8.8. Attributes of an op_expression Element

Field Description
id A unique name for the expression (required)
nane The action name to match against. This can be any action supported

by the resource agent; common valuesinclude noni t or, st art,
and st op (required).

i nterval Theinterva of the action to match against. If not given, only the
name attribute will be used to match.
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Example Operation-Based Expressions
A small sample of how operation-based expressions can be used:

Example 8.10. Truefor all monitor actions
<rule id="rul el" score="INFIN TY">

<op_expression id="rul e_exprl1l" nane="nonitor"/>
</rul e>

Example 8.11. Truefor all monitor actionswith a 10 second interval

<rule id="rul e2" score="INFIN TY">
<op_expression id="rul e_expr2" nane="monitor" interval ="10s"/>
</rul e>

Using Rules to Determine Resource Location

A location constraint may contain one or more top-level rules. The cluster will act asif thereis a separate
location constraint for each rule that evaluates astrue.

Consider the following simple location constraint:

Example 8.12. Prevent resource " webserver” from running on node3

<rsc_| ocation i d="ban-apache-on-node3" rsc="webserver"
score="-1NFI NI TY" node="node3"/>

The constraint can be more verbosely written using arule;

Example 8.13. Prevent resour ce " webserver" from running on node3 using rule

<rsc_| ocati on i d="ban-apache-on-node3" rsc="webserver">
<rul e id="ban-apache-rule" score="-1NFI NI TY">
<expressi on id="ban-apache-expr" attribute="#unane"
operation="eq" val ue="node3"/>
</rul e>
</rsc_|l ocation>

The advantage of using the expanded form is that one could add more expressions (for example, limiting

the constraint to certain days of the week), or activate the constraint by some node attribute other than
node name.

Location Rules Based on Other Node Properties

The expanded form allows us to match on node properties other than its name. If we rated each machine's
CPU power such that the cluster had the following nodes section:

Example 8.14. A sample nodes section for use with score-attribute

<nodes>
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<node id="uui d1" unane="c001n01" type="normal ">
<instance_attributes id="uuidl-customattrs">
<nvpair id="uuidl-cpu_m ps" nane="cpu_m ps" val ue="1234"/>
</instance_attributes>
</ node>
<node id="uui d2" unane="c001n02" type="normal ">
<instance_attributes id="uuid2-customattrs">
<nvpair id="uuid2-cpu_m ps" nane="cpu_m ps" val ue="5678"/>
</instance_attributes>
</ node>
</ nodes>

then we could prevent resources from running on underpowered machines with thisrule:
<rul e id="need- nore-power-rule" score="-INFI N TY">
<expressi on id="need-nore-power-expr" attribute="cpu_m ps"

operation="1t" val ue="3000"/>
</rul e>

Using score-attri but e Instead of score

Whenusingscor e- at t ri but e instead of scor e, each node matched by therule hasits score adjusted
differently, according to itsvalue for the named node attribute. Thus, in the previousexample, if arule used
score-attribute="cpu_m ps",c001n01 would haveitspreferenceto runtheresourceincreased
by 1234 whereasc001n02 would have its preference increased by 5678.

Using Rules to Define Options

Rules may be used to control avariety of options:
» Cluster options (cl ust er _property_set elements)
* Nodeattributes (asi nst ance_attri butesorutilizati oneementsinsideanode element)

* Resourceoptions(asuti | i zation,meta_attributes,orinstance_attri butes elements
insidearesourcedefinitionelementorop,r sc_def aul t s,op_def aul t s,ort enpl at e element)

» Operation properties (net a_at tri but es insideanop or op_def aul t s element)

Using Rules to Control Resource Options

Often some cluster nodes will be different from their peers. Sometimes, these differences—e.g. the
location of a binary or the names of network interfaces— require resources to be configured differently
depending on the machine they’ re hosted on.

By defining multiple i nst ance_at t ri but es objects for the resource and adding a rule to each, we
can easily handle these special cases.

In the example below, my Speci al Rsc will use ethl and port 9999 when run on node1l, eth2 and port
8888 on node2 and default to ethO and port 9999 for all other nodes.

Example 8.15. Defining differ ent resour ce options based on the node name

<primtive id="nySpecial Rsc" class="ocf" type="Special" provider="ne">
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<i nstance_attri butes id="special -nodel" score="3">
<rul e id="nodel-special -case" score="INFINITY" >
<expression id="nodel-speci al -case-expr" attribute="#unane"
operation="eq" val ue="nodel"/>
</rul e>
<nvpair id="nodel-interface" name="interface" value="ethl"/>
</instance_attributes>
<i nstance_attri butes id="special -node2" score="2" >
<rul e id="node2-speci al -case" score="INFIN TY">
<expression id="node2-speci al -case-expr" attribute="#unane"
operation="eq" val ue="node2"/ >
</rul e>
<nvpair id="node2-interface" name="interface" val ue="eth2"/>
<nvpair id="node2-port" name="port" val ue="8888"/>
</instance_attributes>
<instance_attributes id="defaults" score="1" >
<nvpair id="default-interface" nane="interface" val ue="eth0"/>
<nvpair id="default-port" nanme="port" val ue="9999"/>
</instance_attributes>
</primtive>

Theorderinwhichi nst ance_at t ri but es objectsare evaluated is determined by their score (highest
to lowest). If not supplied, score defaults to zero, and objects with an equal score are processed in listed
order. If thei nst ance_at t ri but es object hasnoruleor ar ul e that evaluatestot r ue, thenfor any
parameter the resource does not yet have a value for, the resource will use the parameter values defined
by thei nst ance_attri but es.

For example, given the configuration above, if the resource is placed on nodel.:

1. speci al - nodel has the highest score (3) and so is evauated first; its rule evaluates to t r ue, so
interfaceissettoet hl.

2. speci al - node2 isevauated next with score 2, but itsrule evaluatesto f al se, soitisignored.

3. def aul t s isevaluated last with score 1, and hasno rule, so its values are examined; i nt er f ace is
already defined, so the value hereis not used, but por t isnot yet defined, so port issetto 9999.

Using Rules to Control Resource Defaults

Rules can be used for resource and operation defaults. The following example illustrates how to set
a different r esour ce- st i cki ness value during and outside work hours. This allows resources to
automatically move back to their most preferred hosts, but at atimethat (in theory) does not interfere with
business activities.

Example 8.16. Changer esour ce- st i cki ness duringworking hours

<rsc_defaul t s>
<neta_attributes id="core-hours" score="2">
<rule id="core-hour-rule" score="0">
<dat e_expression id="nine-to-five-Mn-to-Fri

oper ati on="dat e_spec" >

<date_spec id="nine-to-five-Mn-to-Fri-spec” hours="9-16" weekdays="1-5"

</ dat e_expr essi on>
</rul e>

<nvpair id="core-stickiness" name="resource-stickiness" value="INFINTY"/>
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</meta_attributes>
<neta_attributes id="after-hours" score="1" >
<nvpair id="after-stickiness" name="resource-stickiness" value="0"/>
</meta_attributes>
</rsc_defaul ts>

Rulesmay be used similarly ini nstance_attri butesorutilizati on blocks.

Any single block may directly contain only a single rule, but that rule may itself contain any number of
rules.

rsc_expressi on and op_expr essi on blocks may additionally be used to set defaults on either a
single resource or across an entire class of resourceswith asinglerule.r sc_expr essi on may be used
to select resource agents within both r sc_def aul t s and op_def aul t s, while op_expr essi on
may only be used within op_def aul t s. If multiple rules succeed for a given resource agent, the last
one specified will be the one that takes effect. Aswith any other rule, boolean operations may be used to
make more complicated expressions.

Example 8.17. Set all IPaddr 2 resour cesto stopped

<rsc_defaul t s>
<neta_attributes id="op-target-role">
<rule id="op-target-role-rule" score="INFI N TY">
<rsc_expression id="op-target-rol e-expr" class="ocf" provider="heartbe
type="1 Paddr 2"/ >
</rul e>
<nvpair id="op-target-role-nvpair" name="target-role" val ue="Stopped"/>
</meta_attributes>
</rsc_defaul ts>

Example 8.18. Set all monitor action timeoutsto 7 seconds

<op_def aul t s>
<nmeta_attributes id="op-nonitor-defaults">
<rule id="op-nonitor-default-rule” score="INFIN TY">
<op_expression id="op-nonitor-default-expr" nane="nonitor"/>
</rul e>
<nvpair id="op-nonitor-tineout” name="timeout" val ue="7s"/>
</meta_attributes>
</ op_defaul t s>

Example 8.19. Set themonitor action timeout on all | Paddr 2 resour ceswith agiven
monitor interval to 8 seconds

<op_def aul t s>
<neta_attributes id="op-nonitor-and">
<rul e id="op-nonitor-and-rule" score="INFI N TY">
<rsc_expression id="op-nonitor-and-rsc-expr"” class="ocf" provider="hea
type="1 Paddr 2"/ >
<op_expressi on i d="op-nonitor-and-op-expr" name="nonitor" interval ="10
</rul e>
<nvpair id="op-nonitor-and-tinmeout” nane="timeout" val ue="8s"/>
</meta_attributes>
</ op_defaul t s>
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Using Rules to Control Cluster Options

Controlling cluster optionsis achieved in much the same manner as specifying different resource options
on different nodes.

Thedifferenceisthat becausethey are cluster options, one cannot (or should not, because they won't work)
use attribute-based expressions. The following example illustrates how to set mai nt enance_node
during a scheduled maintenance window. Thiswill keep the cluster running but not monitor, start, or stop
resources during this time.

Example 8.20. Schedule a maintenancewindow for 9to 11 p.m. CDT Sept. 20, 2019

<crm config>
<cluster_property_set id="cib-bootstrap-options">
<nvpair id="bootstrap-stonith-enabl ed" nane="stonith-enabl ed" val ue="1"/>
</cluster_property_set>
<cluster_property_set id="normal-set" score="10">
<nvpair id="normal - mai nt enance- node" name="nmai nt enance- node" val ue="fal se"/>
</cluster_property_set>
<cluster_property_set id="maintenance-w ndow set" score="1000">
<nvpair id="mai ntenance-nvpairl" nane="nmmai nt enance- node" val ue="true"/>
<rul e id="nmai ntenance-rul el" score="1NFI N TY">
<dat e_expressi on i d="nmmi nt enance-datel" operation="in_range"
start="2019-09-20 21:00: 00 - 05: 00" end="2019-09-20 23:00: 00 -05:00"/>
</rul e>
</cluster_property_set>
</crmconfig>

I mportant

The cl uster_property_set with an id set to "cib-bootstrap-options' will always
have the highest priority, regardless of any scores. Therefore, rules in another
cl uster_property_set cannever take effect for any properties listed in the bootstrap set.
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Specifying When Recurring Actions are
Performed

By default, recurring actions are scheduled relative to when the resource started. So if your resource was
last started at 14:32 and you have abackup set to be performed every 24 hours, then the backup will always
run in the middle of the business day — hardly desirable.

To specify a date and time that the operation should be relative to, set the operation’s i nt er val -
or i gi n. The cluster uses this point to calculate the correct st ar t - del ay such that the operation will
occur at origin + (interval * N).

So, if the operation’ s interval is 24h, its interval-origin is set to 02:00 and it is currently 14:32, then the
cluster would initiate the operation with a start delay of 11 hours and 28 minutes. If the resourceis moved
to another node before 2am, then the operation is cancelled.

The value specified for i nt erval andi nt erval - ori gi n can be any date/time conforming to the
1SO8601 standard [http://en.wikipedia.org/wiki/ISO_8601]. By way of example, to specify an operation
that would run on the first Monday of 2009 and every Monday after that, you would add:

Example 9.1. Specifying a Base for Recurring Action Intervals

<op id="ny-weekly-action" nane="customaction" interval ="P7D"' interval-origin="200

Handling Resource Failure

By default, Pacemaker will attempt to recover failed resources by restarting them. However, failure
recovery is highly configurable.

Failure Counts

Pacemaker tracks resource failures for each combination of node, resource, and operation (start, stop,
monitor, etc.).
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Y ou can query thefail count for aparticular node, resource, and/or operation usingthecr m f ai | count
command. For example, to see how many times the 10-second monitor for nyr sc hasfailed on nodel,
run:

# crmfailcount --query -r nmyrsc -N nodel -n nonitor -1 10s

If you omit the node, cr m f ai | count will use the local node. If you omit the operation and interval,
crm f ai | count will display the sum of the fail counts for all operations on the resource.

Youcanusecrm resource --cleanuporcrmfail count --del et e toclearfail counts. For
example, to clear the above monitor failures, run:

# crmresource --cleanup -r nyrsc -N nodel -n monitor -1 10s
If you omit the resource, cr m r esour ce - - ¢l eanup will clear failuresfor al resources. If you omit

the node, it will clear failures on all nodes. If you omit the operation and interval, it will clear the failures
for al operations on the resource.

Note

Even when cleaning up only asingle operation, al failed operationswill disappear from the status
display. Thisalows usto trigger are-check of the resource’s current status.

Higher-level tools may provide other commands for querying and clearing fail counts.

The cr m_non tool shows the current cluster status, including any failed operations. To see the current
fail countsfor any failed resources, call cr m_non withthe- - f ai | count s option. This shows the fail
counts per resource (that is, the sum of any operation fail counts for the resource).

Failure Response

Normally, if arunning resourcefails, pacemaker will try to stop it and start it again. Pacemaker will choose
the best location to start it each time, which may be the same node that it failed on.

However, if aresourcefails repeatedly, it is possible that there is an underlying problem on that node, and
you might desire trying a different node in such a case. Pacemaker alows you to set your preference via
theni gr ati on-t hr eshol d resource meta-attribute.

If youdefinem grati on-t hreshol d=Nfor aresource, it will be banned from the original node after
N failures.

Note

The mi gration-threshol d is per resource, even though fail counts are tracked per
operation. The operation fail counts are added together to compare against the mi gr at i on-
t hreshol d.

By default, fail counts remain until manually cleared by an administrator using cr m r esour ce - -
cl eanuporcrm fail count --del et e (hopefully after first fixing thefailure’ scause). Itispossible
to have fail counts expire automatically by settingthef ai | ur e- t i meout resource meta-attribute.

1 The naming of this option was perhaps unfortunate as it is easily confused with live migration, the process of moving a resource from one node
to another without stopping it. Xen virtual guests are the most common example of resources that can be migrated in this manner.
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I mportant

A successful operation does not clear past failures. If a recurring monitor operation fails once,
succeeds many times, then fails again days later, its fail count is 2. Fail counts are cleared only
by manual intervention or falure timeout.

For example, a setting of mi grati on-threshol d=2 andf ai | ure-ti meout =60s would cause
the resource to move to a new node after 2 failures, and allow it to move back (depending on stickiness
and constraint scores) after one minute.

Note

failure-timeout ismeasured since the most recent failure. That is, older failures do not
individually time out and lower the fail count. Instead, all failures are timed out simultaneously
(and the fail count isreset to 0) if thereis no new failure for the timeout period.

There are two exceptions to the migration threshold concept: when aresource either fails to start or fails
to stop.

If the cluster property st art-fai l ure-i s-fatal issettot r ue (whichisthedefault), start failures
cause the fail count to be set to | NFI NI TY and thus always cause the resource to move immediately.

Stop failuresare slightly different and crucial. If aresource failsto stop and STONITH is enabled, then the
cluster will fence the nodein order to be able to start the resource elsewhere. If STONITH is not enabled,
then the cluster has no way to continue and will not try to start the resource elsewhere, but will try to stop
it again after the failure timeout.

Moving Resources

Moving Resources Manually

There are primarily two occasions when you would want to move a resource from its current location:
when the whole node is under maintenance, and when a single resource needs to be moved.

Standby Mode

Since everything eventually comes down to a score, you could create constraints for every resource to
prevent them from running on one node. While pacemaker configuration can seem convoluted at times,
not even we would require this of administrators.

Instead, one can set a specia node attribute which tells the cluster "don’t let anything run here". There
iseven ahelpful tool to help query and set it, called cr m_st andby. To check the standby status of the
current machine, run:

# crmstandby -G

A valueof on indicatesthat the nodeis not ableto host any resources, whileavalue of of f saysthat it can.
Y ou can a'so check the status of other nodes in the cluster by specifying the - - node option:

# crm standby -G --node sles-2

To change the current node’ s standby status, use - v instead of - G
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# crm standby -v on
Again, you can change another host’s value by supplying a hostname with - - node.

A cluster node in standby mode will not run resources, but still contributes to quorum, and may fence or
be fenced by nodes.

Moving One Resource

When only one resourceis reguired to move, we could do this by creating location constraints. However,
once again we provide a user-friendly shortcut as part of the cr m r esour ce command, which creates
and modifies the extra constraints for you. If Emai | wererunning onsl es- 1 and you wanted it moved
to a specific location, the command would look something like:

# crmresource -M-r Email -H sles-2
Behind the scenes, the tool will create the following location constraint:
<rsc_location rsc="Enail" node="sl es-2" score="INFINTY"/>

It isimportant to note that subsequent invocationsof cr m r esour ce - Mare not cumulative. So, if you

ran these commands
# crmresource -M-r Email -H sles-2
# crmresource -M-r Email -H sles-3

thenitisasif you had never performed the first command.
To alow the resource to move back again, use:
# crmresource -U -r Email

Note the use of the word allow. The resource can move back to its original location but, depending on
resour ce-sti cki ness, it might stay where it is. To be absolutely certain that it moves back to
sl es- 1, moveit there beforeissuing thecall tocr m r esource - U:

# crmresource -M-r Email -H sles-1
# crmresource -U -r Email

Alternatively, if you only care that the resource should be moved from its current location, try:
# crmresource -B -r Email

Which will instead create a negative constraint, like

<rsc_l ocation rsc="Email" node="sles-1" score="-INFINTY"/>

This will achieve the desired effect, but will also have long-term consequences. As the tool will warn
you, the creation of a- 1 NFI NI TY constraint will prevent the resource from running on that node until
crm resource -Uisused. Thisincludes the situation where every other cluster node is no longer
available!

In some cases, such aswhenr esour ce-sti cki nessissattol NFI NI TV, it ispossible that you will
end up with the problem described in the section called “What if Two Nodes Have the Same Score”. The
tool can detect some of these cases and deal s with them by creating both positive and negative constraints.
E.g.
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Emai | preferssl es- 1 withascoreof - | NFI NI TY
Emai | preferssl es- 2 withascoreof | NFI NI TY

which has the same long-term consequences as discussed earlier.

Moving Resources Due to Connectivity Changes

Y ou can configure the cluster to move resources when external connectivity islost in two steps.

Tell Pacemaker to Monitor Connectivity

First, add an ocf:pacemaker :ping resource to the cluster. The ping resource uses the system utility of
the same name to atest whether list of machines (specified by DNS hostname or |Pv4/IPv6 address) are
reachable and uses the results to maintain a node attribute called pi ngd by default. 2

Note

Older versions of Pacemaker used a different agent ocf:pacemaker:pingd which is now
deprecated in favor of ping. If your version of Pacemaker does not contain the ping resource
agent, download the latest version from https://github.com/ClusterL abs/pacemaker/tree/master/

extra/resources/ping

Normally, the ping resource should run on all cluster nodes, which meansthat you’ |l need to create aclone.
A template for this can be found below along with a description of the most interesting parameters.

Table9.1. Common Optionsfor a ping Resour ce

Field Description

danpen Thetime to wait (dampening) for further changesto occur. Use this to prevent
aresource from bouncing around the cluster when cluster nodes notice the
loss of connectivity at slightly different times.

mul tiplier The number of connected ping nodes gets multiplied by this valueto get a
score. Useful when there are multiple ping nodes configured.

host |i st The machines to contact in order to determine the current connectivity status.
Allowed valuesinclude resolvable DNS host names, 1Pv4 and | Pv6 addresses.

Example 9.2. An example ping cluster resour cethat checks node connectivity once
every minute

<cl one i d="Connect ed">
<primtive id="ping" provider="pacemaker" class="ocf" type="ping">
<instance_attributes id="ping-attrs">
<nvpair id="pingd-danpen" nane="danmpen" val ue="5s"/>
<nvpair id="pingd-multiplier" name="mnultiplier" val ue="1000"/>
<nvpair id="pingd-hosts" nanme="host_I|ist" val ue="ny. gat eway. com www. bi gcorp
</instance_attributes>
<oper ati ons>
<op id="ping-nmonitor-60s" interval ="60s" nane="nonitor"/>
</ oper ati ons>

2 The attribute name is customizable, in order to allow mullti ple ping groups to be defined.
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</primtive>
</ cl one>

I mportant

You're only half done. The next section deals with telling Pacemaker how to deal with the
connectivity statusthat ocf : pacemaker : pi ng isrecording.

Tell Pacemaker How to Interpret the Connectivity Data

I mportant
Before attempting the following, make sure you understand Chapter 8, Rules.
There are anumber of ways to use the connectivity data.

The most common setup is for people to have a single ping target (e.g. the service network’s default
gateway), to prevent the cluster from running a resource on any unconnected node.

Example 9.3. Don’t run aresour ce on unconnected nodes

<rsc_|l ocation id="WebServer-no-connectivity" rsc="Wbserver">

<rul e id="ping-exclude-rule" score="-1INFINITY" >
<expression id="ping-exclude" attribute="pi ngd" operation="not_defined"/>
</rul e>

</rsc_l ocation>

A more complex setup is to have anumber of ping targets configured. Y ou can require the cluster to only
run resources on nodes that can connect to all (or a minimum subset) of them.

Example 9.4. Run only on nodes connected to three or mor e ping tar gets.

<primtive id="ping" provider="pacemaker" class="ocf" type="ping">
<l-- omitting some configuration to highlight inmportant parts -->
<nvpair id="pingd-multiplier" name="multiplier" val ue="1000"/>

</primtive>

<rsc_|l ocation id="WebServer-connectivity" rsc="Webserver">
<rule id="ping-prefer-rule” score="-1NFINTY" >
<expression id="ping-prefer” attribute="pingd" operation="1t" val ue="3000"/>
</rul e>
</rsc_l ocation>

Alternatively, you can tell the cluster only to prefer nodes with the best connectivity. Just be sure to set
mul ti plier toavalue higher than that of r esour ce- sti cki ness (and don't set either of them
tol NFI NI TY).

Example 9.5. Prefer the node with the most connected ping nodes

<rsc_|l ocation id="WebServer-connectivity" rsc="Webserver">
<rule id="ping-prefer-rule" score-attribute="pingd" >
<expression id="ping-prefer” attribute="pingd" operation="defined"/>
</rul e>
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</rsc_l ocation>

It is perhaps easier to think of thisin terms of the simple constraints that the cluster translatesiit into. For
example, if sles-1 is connected to all five ping nodes but sles-2 is only connected to two, then it would be
asif you instead had the following constraintsin your configuration:

Example 9.6. How the cluster trandates the above location constraint

<rsc_l ocation id="ping-1" rsc="Webserver" node="sl es-1" score="5000"/>
<rsc_l ocation id="ping-2" rsc="Webserver" node="sl es-2" score="2000"/>

The advantage is that you don’'t have to manualy update any constraints whenever your network
connectivity changes.

Y ou can also combine the concepts above into something even more complex. The example below shows
how you can prefer the node with the most connected ping nodes provided they have connectivity to at
least three (again assuming that mul t i pl i er isset to 1000).

Example9.7. A mor e complex example of choosing alocation based on connectivity

<rsc_l ocation id="WbServer-connectivity" rsc="Wbserver">

<rul e id="ping-exclude-rule" score="-1NFINITY" >
<expression id="ping-exclude" attribute="pingd" operation="It" val ue="3000"/>
</rul e>

<rule id="ping-prefer-rule" score-attribute="pingd" >
<expression id="ping-prefer” attribute="pingd" operation="defined"/>
</rul e>
</rsc_l ocation>

Migrating Resources

Normally, when the cluster needs to move aresource, it fully restarts the resource (i.e. stops the resource
on the current node and starts it on the new node).

However, sometypes of resources, such as Xen virtual guests, are able to move to another location without
loss of state (often referred to as live migration or hot migration). In pacemaker, thisis called resource
migration. Pacemaker can be configured to migrate a resource when moving it, rather than restarting it.

Not al resources are able to migrate; see the Migration Checklist below, and those that can, won't do so
in all situations. Conceptually, there are two requirements from which the other prerequisites follow:

» Theresource must be active and healthy at the old location; and
* everything required for the resource to run must be available on both the old and new locations.

The cluster is able to accommodate both push and pull migration models by requiring the resource agent
to support two special actions: ni gr at e_t o (performed on the current location) and mi grat e_from
(performed on the destination).

In push migration, the process on the current location transfers the resource to the new location where is
it later activated. In this scenario, most of the work would be done in the mi gr at e_t o action and, if
anything, the activation would occur during i gr at e_f r om

Conversely for pull, themi gr at e_t o actionispracticaly empty and m gr at e_f r omdoes most of the
work, extracting the relevant resource state from the old location and activating it.
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There is no wrong or right way for aresource agent to implement migration, aslong as it works.

Migration Checklist

» Theresource may not be aclone.

» Theresource must use an OCF style agent.

» Theresource must not be in afailed or degraded state.

» The resource agent must support m grat e_t o and i gr at e_f r omactions, and advertise them in
its metadata.

» Theresource must havetheal | ow mi gr at e meta-attribute setto t r ue (which is not the default).

If an otherwise migratable resource depends on another resource via an ordering constraint, there are
special situationsin which it will be restarted rather than migrated.

For example, if the resource depends on a clone, and at the time the resource needs to be moved, the
clone has instances that are stopping and instances that are starting, then the resource will be restarted.
The scheduler is not yet able to model this situation correctly and so takes the safer (if less optimal) path.

Also, if a migratable resource depends on a non-migratable resource, and both need to be moved, the
migratable resource will be restarted.

Tracking Node Health

A node may be functioning adequately as far as cluster membership is concerned, and yet be "unhealthy"
in some respect that makes it an undesirable location for resources. For example, a disk drive may be
reporting SMART errors, or the CPU may be highly loaded.

Pacemaker offers away to automatically move resources off unhealthy nodes.

Node Health Attributes

Pacemaker will treat any node attribute whose name starts with #heal t h as an indicator of node health.
Node health attributes may have one of the following values:

Table9.2. Allowed Valuesfor Node Health Attributes

Value Intended significance

red Thisindicator is unheathy

yel | ow Thisindicator is becoming unheslthy

green Thisindicator is healthy

integer A numeric score to apply to all resources on this node (0 or positiveis
healthy, negative is unhealthy)

Node Health Strategy

Pacemaker assigns anode health score to each node, asthe sum of the valuesof all itsnode health attributes.
This score will be used as alocation constraint applied to this node for all resources.
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The node- heal t h- strat egy cluster option controls how Pacemaker responds to changes in node
health attributes, and how it trandatesr ed, yel | ow, and gr een to scores.

Allowed values are:

Table 9.3. Node Health Strategies

Value Effect
none Do not track node health attributes at all.

m grate-on-red |Assignthevalueof-I NFINITYtored,andOtoyel | owandgr een.
Thiswill cause al resources to move off the node if any attribute isr ed.

onl y-green Assignthevalueof - 1| NFI Nl TYtored andyel | ow, and 0to gr een.
Thiswill cause al resources to move off the node if any attributeisr ed
oryel | ow.

progressive Assign the value of the node- heal t h- r ed cluster optiontor ed,

thevalue of node- heal t h-yel | owtoyel | ow, and the value of
node- heal t h- gr een to gr een. Each node is additionally assigned
ascoreof node- heal t h- base (thisalows resources to start even if
some attributes areyel | ow). This strategy gives the administrator finer
control over how important each valueis.

custom Track node health attributes using the same values as pr ogr essi ve
forred, yel | ow, and gr een, but do not take them into account. The
administrator is expected to implement a policy by defining rules (see
Chapter 8, Rules) referencing node health attributes.

Measuring Node Health

Since Pacemaker cal cul ates node health based on node attributes, any method that sets node attributes may
be used to measure node health. The most common ways are resource agents or separate daemons.

Pacemaker provides examples that can be used directly or as a basis for custom code. The
ocf: pacenaker: Heal t hCPU and ocf : pacenaker : Heal t hSMART resource agents set node
health attributes based on CPU and disk parameters. Thei pm ser vi cel ogd daemon sets node health
attributes based on IPMI values (theocf : pacenaker : Syst errHeal t h resource agent can be used to
manage the daemon as a cluster resource).

In order to take advantage of this feature - firstly add the resource to your cluster, preferably as a cloned
resource to constantly measure health on all nodes:

<cl one id="resHeal thl OMit-cl one">
<primtive class="ocf" id="Healthl OMit" provider="pacemaker" type="Healthl OMi t
<instance_attributes id="resHealthl OMit-instance_attributes">
<nvpair id="resHealthl OMit-instance_attributes-red_|limt" nane="red_|imt"
<nvpair id="resHealthl OMit-instance_attributes-yellow |limt" nane="yell ow |
</instance_attributes>
<oper ati ons>
<op id="resHeal thlOMit-nmonitor-interval -5" interval ="5" nane="nonitor" tine
<op id="resHeal thlOMit-start-interval-0s" interval ="0s" nane="start" tineou
<op id="resHeal t hl OMit-stop-interval -0s" interval ="0s" name="stop" tinmeout=
</ oper ati ons>
</primtive>
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</ cl one>

Thisway attrd_updater will set proper status for each node running this resource. Any attribute matching
"#health-[a-zA-z]+" will force cluster to migrate all resources from unhealthy node and place it on other
nodes according to all constraints defined in your cluster.

When the node is no longer faulty you can force the cluster to restart the cloned resource on faulty node
and make it available to take resources, in this case since we are using Healthl OWait provider:

# attrd_updater -n "#health-iowait" -U "green" --node="<nodename>" -d "60s"

Reloading Services After a Definition Change

The cluster automatically detects changes to the definition of services it manages. The normal responseis
to stop the service (using the old definition) and start it again (with the new definition). This works well,
but some services are smarter and can be told to use a new set of options without restarting.

To take advantage of this capability, the resource agent must:

1. Accept ther el oad operation and perform any required actions. The actions here depend completely
on your application!

Example 9.8. The DRBD agent’slogic for supportingr el oad

case $1 in
start)

drbd_start
st op)

dr bd_stop
r el oad)

drbd_rel oad
noni t or)

drbd_nonitor

*)
dr bd_usage
exit $OCF_ERR_UNI MPLEMENTED

esac
exit $?

2. Advertisether el oad operationintheact i ons section of its metadata
Example 9.9. The DRBD Agent Advertising Support for ther el oad Operation
<?xm version="1.0"7?>
<! DOCTYPE resour ce-agent SYSTEM "ra-api-1.dtd">
<resour ce- agent nane="dr bd" >

<ver si on>1. 1</ ver si on>

<l ongdesc>
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Mast er/ Sl ave OCF Resource Agent for DRBD
</l ongdesc>

<acti ons>

<acti
<acti
<acti
<acti
<acti
<acti
<acti
<acti

</ actions>

on
on
on
on
on
on
on
on

name="start" ti meout =" 240" />
name="rel oad" tinmeout="240" />
nane="pronot e" ti meout="90" />
name="denote" tinmeout="90" />
nane="notify" timeout="90" />

nane="st op” ti meout ="100" />
nane="net a- dat a" ti meout="5" />
name="val i date-al | " tineout="30" />

</ resour ce- agent >

3. Advertise one or more parameters that can take effect using r el oad.

Any parameter with theuni que set to Oiseligible to be used in thisway.

Example 9.10. Parameter that can be changed using reload

<par anet er

nane="dr bdconf" uni que="0">
<l ongdesc>Ful | path to the drbd.conf file.</longdesc>
<shortdesc>Path to drbd. conf</shortdesc>
<content type="string" default="${OCF_RESKEY_drbdconf_default}"/>
</ par anet er >

Once these requirements are satisfied, the cluster will automatically know to reload the resource (instead
of restarting) when a non-unique field changes.

Note

Metadata will not be re-read unless the resource needs to be started. This may mean that the
resource will be restarted the first time, even though you changed a parameter with uni que=0.

Note

If both a unique and non-unique field are changed simultaneously, the resource will still be

restarted
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Groups - A Syntactic Shortcut

One of the most common elements of a cluster is a set of resources that need to be located together, start
sequentially, and stop inthereverse order. To simplify thisconfiguration, we support the concept of groups.

Example 10.1. A group of two primitive resources

<group id="shortcut">

<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">

<i nstance_attri butes id="parans-public-ip">
<nvpair id="public-ip-addr” nane="ip" value="192.0.2.2"/>

</instance_attributes>

</primtive>

<primtive id="Email" class="1sb" type="exinm/>
</ group>
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Although the example above contains only two resources, there is no limit to the number of resources a
group can contain. The exampleis also sufficient to explain the fundamental properties of a group:

» Resources are started in the order they appear in (Publ i c- | P first, then Enai | )

» Resources are stopped in the reverse order to which they appear in (Emai | first, then Publ i c- | P)
If aresource in the group can’t run anywhere, then nothing after that is allowed to run, too.

e If Publ i c- 1 P can't run anywhere, neither can Emai | ;

e butif Emai | can’t run anywhere, this does not affect Publ i c- | P inany way

The group aboveislogically equivaent to writing:

Example 10.2. How the cluster seesa group resour ce

<configuration>
<resour ces>
<primtive id="Public-IP" class="ocf" type="IPaddr" provider="heartbeat">
<i nstance_attri butes id="parans-public-ip">
<nvpair id="public-ip-addr” nane="ip" value="192.0.2.2"/>
</instance_attributes>
</primtive>
<primtive id="Email" class="1sb" type="exinm/>
</ resources>
<constraint s>
<rsc_colocation id="xxx" rsc="Email" with-rsc="Public-IP" score="INFINTY"/>
<rsc_order id="yyy" first="Public-1P" then="Enmil"/>
</ constraints>
</ configuration>

Obviously as the group grows bigger, the reduced configuration effort can become significant.

Another (typical) example of a group is a DRBD volume, the filesystem mount, an IP address, and an
application that uses them.

Group Properties

Table 10.1. Properties of a Group Resource

Field Description

id A unigue name for the group

Group Options

Groupsinheritthepriority,target-rol e,andi s- nanaged properties from primitive resources.
See the section called “ Resource Options’ for information about those properties.

Group Instance Attributes

Groups have no instance attributes. However, any that are set for the group object will be inherited by
the group’ s children.
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Group Contents

Groups may only contain a collection of cluster resources (see the section called “ Resource Properties”).
Torefer to achild of agroup resource, just use the child’si d instead of the group’s.

Group Constraints

Although it is possible to reference a group’s children in constraints, it is usually preferable to reference
the group itself.

Example 10.3. Some constraints involving groups

<constraint s>
<rsc_|l ocation id="group-prefers-nodel" rsc="shortcut" node="nodel" score="500"
<rsc_col ocation id="webserver-wi th-group" rsc="Webserver" with-rsc="shortcut"/
<rsc_order id="start-group-then-webserver" first="Wbserver" then="shortcut"/>
</ constrai nts>

Group Stickiness

Stickiness, the measure of how much aresource wantsto stay whereit is, isadditivein groups. Every active
resource of the group will contribute its stickiness valueto the group’ stotal. Soif the default r esour ce-
st i cki ness is100, and agroup has seven members, five of which are active, then the group asawhole
will prefer its current location with a score of 500.

Clones - Resources That Can Have Multiple
Active Instances

Clone resources are resources that can have more than one copy active at the same time. This allows you,
for example, to run a copy of adaemon on every node. Y ou can clone any primitive or group resource. 1

Anonymous versus Unique Clones

A cloneresource is configured to be either anonymous or globally unique.

Anonymous clones are the simplest. These behave completely identically everywhere they are running.
Because of this, there can be only one instance of an anonymous clone active per node.

The instances of globally unique clones are distinct entities. All instances are launched identically, but
one instance of the clone is not identical to any other instance, whether running on the same node or a
different node. As an example, a cloned IP address can use specia kernel functionality such that each
instance handles a subset of requests for the same | P address.

Promotable clones

1 Of course, the service must support running multiple instances.
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If a clone is promotable, its instances can perform a special role that Pacemaker will manage via the
pr onot e and denot e actions of the resource agent.

Servicesthat support such aspecial role have varioustermsfor the special role and the default role: primary
and secondary, master and replica, controller and worker, etc. Pacemaker uses the terms master and slave,
2 put is agnostic to what the service calls them or what they do.

All that Pacemaker cares about is that an instance comes up in the default role when started, and the
resource agent supportsthe pr onot e anddenot e actionsto manage entering and exiting the special role.

Clone Properties

Table 10.2. Properties of a Clone Resour ce

Field Description

id A unique name for the clone

Clone Options
Optionsinherited from primitiveresources. priority, target-role, is-nanaged

Table 10.3. Clone-specific configuration options

Field Default Description
gl obal | y- false If t r ue, each clone instance performs a distinct function
uni que
cl one- max number of nodes | The maximum number of clone instances that can be

in cluster started across the entire cluster
cl one-node- |1 If gl obal | y- uni que ist r ue, the maximum number
nmax of cloneinstances that can be started on a single node
clone-nmin 0 Require at least this number of clone instancesto be

runnable before allowing resources depending on the
clone to be runnable. A value of 0 meansrequire all clone
instances to be runnable.

notify false Call theresource agent’snot i f y action for all active
instances, before and after starting or stopping any clone
instance. The resource agent must support this action.
Allowed values: f al se,true

ordered false If t r ue, clone instances must be started sequentially
instead of in parallel Allowed values: f al se,true

interl eave false When this cloneis ordered relative to another clone, if
thisoptionisf al se (the default), the ordering isrelative
to all instances of the other clone, whereasiif this option
ist r ue, the ordering is relative only to instances on the
same node. Allowed values: f al se,true

2 These are historical terms that will eventually be replaced, but the extensive use of them and the need for backward compatibility makesit along
process. You may see examplesusing amast er tag instead of acl one tag with the pr onpt abl e meta-attribute setto t r ue; the mast er tag
is supported, but deprecated, and will be removed in a future version. Y ou may also see such services referred to as multi-state or stateful; these
means the same thing as promotable.
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Field Default Description

pronot abl e false If t r ue, clone instances can perform a special role

that Pacemaker will manage via the resource agent’s

pr onot e and denot e actions. The resource agent must
support these actions. Allowed values: f al se,true

pronot ed- max |1 If pr onot abl e ist r ue, the number of instances that
can be promoted at one time across the entire cluster

pr onot ed- 1 If pronot abl e ist rue and gl obal | y- uni que is

node- nax f al se, the number of clone instances can be promoted at

one time on a single node

For backward compatibility, mast er - max and nast er - node- max are accepted as aliases for
pr onot ed- max and pr onot ed- node- nax, but are deprecated since 2.0.0, and support for them will
be removed in afuture version.

Clone Contents

Clones must contain exactly one primitive or group resource.

Example 10.4. A clonethat runsaweb server on all nodes

<cl one i d="apache-cl one">
<primtive id="apache" class="I|sb" type="apache">
<oper ati ons>
<op id="apache-nonitor" name="nonitor" interval ="30"/>
</ oper ati ons>
</primtive>
</ cl one>

Warning

Y ou should never reference the name of a clone’s child (the primitive or group resource being
cloned). If you think you need to do this, you probably need to re-evaluate your design.

Clone Instance Attributes

Clones have no instance attributes; however, any that are set here will be inherited by the clone’s child.

Clone Constraints

In most cases, aclonewill have asingleinstance on each active cluster node. If thisisnot the case, you can
indicate which nodes the cluster should preferentially assign copies to with resource location constraints.
These constraints are written no differently from those for primitive resources except that the clone'si d
is used.

Example 10.5. Some constraintsinvolving clones

<constraints>
<rsc_|l ocation id="cl one-prefers-nodel” rsc="apache-cl one” node="nodel" score="
<rsc_col ocation id="stats-w th-clone" rsc="apache-stats" w th="apache-cl one"/>
<rsc_order id="start-clone-then-stats" first="apache-clone" then="apache-stats
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</ constrai nt s>

Ordering constraints behave slightly differently for clones. In the example above, apache- st at s will
wait until al copies of apache- cl one that need to be started have done so before being started itself.
Only if no copies can be started will apache- st at s be prevented from being active. Additionally, the
clone will wait for apache- st at s to be stopped before stopping itself.

Colocation of aprimitive or group resource with a clone means that the resource can run on any node with
an active instance of the clone. The cluster will choose an instance based on where the clone is running
and the resource’ s own location preferences.

Colocation between clones is also possible. If one clone A is colocated with another clone B, the set of
allowed locations for A is limited to nodes on which B is (or will be) active. Placement is then performed
normally.

Promotable Clone Constraints
For promotable clone resources, the first-action and/or t hen-action fields for ordering

constraints may be set to pr onot e or denot e to constrain the master role, and colocation constraints
may containr sc-r ol e and/orwi t h-r sc-r ol e fields.

Table 10.4. Additional colocation constraint optionsfor promotable cloneresources

Field Default Description

rsc-role Started An additional attribute of colocation constraints that
specifiestherole that r sc must bein. Allowed values:
Started, Master, Sl ave.

Wi th-rsc- Started An additional attribute of colocation constraints that
role specifiestherolethat wi t h- r sc must bein. Allowed
values: St ar t ed, Mast er, Sl ave.

Example 10.6. Constraintsinvolving promotable clone resour ces

<constraints>
<rsc_|l ocation id="db-prefers-nodel" rsc="database" node="nodel" score="500"/>
<rsc_col ocation id="backup-wi th-db-slave" rsc="backup"
wi t h-rsc="dat abase" with-rsc-rol e="Sl ave"/>
<rsc_col ocation id="nyapp-wth-db-master" rsc="nmyApp"
wi t h-rsc="dat abase" with-rsc-rol e="Master"/>
<rsc_order id="start-db-before-backup" first="database" then="backup"/>
<rsc_order id="pronote-db-then-app" first="database" first-action="pronote"
t hen="nyApp" then-action="start"/>
</ constraints>

In the example above, my App will wait until one of the database copies has been started and promoted
to master before being started itself on the same node. Only if no copies can be promoted will my App be
prevented from being active. Additionally, the cluster will wait for nmy App to be stopped before demoting
the database.

Colocation of a primitive or group resource with a promotable clone resource means that it can run on
any node with an active instance of the promotable clone resource that has the specified role (mast er
or sl ave). In the example above, the cluster will choose alocation based on where database is running
as anast er, and if there are multiple mast er instances it will also factor in my App's own location
preferences when deciding which location to choose.
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Colocation with regular clones and other promotable clone resourcesisalso possible. In such cases, the set
of allowed locations for the r sc clone is (after role filtering) limited to nodes on which thewi t h-r sc
promotable clone resource is (or will be) in the specified role. Placement is then performed as normal.

Using Promotable Clone Resources in Colocation Sets

Table10.5. Additional colocation set optionsrelevant to promotable cloneresour ces

Field Default Description
rol e Started Therole that all members of the set must be in. Allowed values:
Start ed, Mast er, Sl ave.

Inthefollowing example B'smaster must belocated on the same node as A'smaster. Additionally resources
Cand D must be located on the same node as A's and B's masters.

Example 10.7. Colocate C and D with A’sand B’s master instances

<constraints>
<rsc_colocation id="col oc-1" score="INFIN TY" >

<resource_set id="col ocat ed-set-exanpl e-1" sequential ="true"
<resource_ref id="A"/>
<resource_ref id="B"/>

</resource_set>
<resource_set id="col ocat ed-set-exanpl e-2" sequential ="true">

<resource_ref id="C"'/>
<resource_ref id="D"/>
</resource_set>
</rsc_col ocati on>
</ constraint s>

Using Promotable Clone Resources in Ordered Sets

rol e="Master">

Table 10.6. Additional ordered set optionsrelevant to promotable clone resour ces

Field Default Description
action valueof first- |Anadditional attribute of ordering constraint sets that
action specifies the action that appliesto all members of the set.
Allowed values: st art , st op, pr onot e, denot e.

Example 10.8. Start C and D after first promoting A and B

<constraint s>
<rsc_order id="order-1" score="INFINITY" >
<resource_set id="ordered-set-1" sequential ="true" action="pronote">
<resource_ref id="A"/>
<resource_ref id="B"/>
</resource_set>
<resource_set id="ordered-set-2" sequential ="true" action="start">
<resource_ref id="C'/>
<resource_ref id="D'/>
</resource_set>
</rsc_order>
</ constraints>
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In the above example, B cannot be promoted to a master role until A has been promoted. Additionally,
resources C and D must wait until A and B have been promoted before they can start.

Clone Stickiness

To achieve a stable allocation pattern, clones are slightly sticky by default. If no value for r esour ce-

sti cki ness is provided, the clone will use a value of 1. Being a small value, it causes minimal
disturbanceto the score cal cul ations of other resources but isenough to prevent Pacemaker from needlessly
moving copies around the cluster.

Note

For globally unique clones, this may result in multiple instances of the clone staying on a
single node, even after another eligible node becomes active (for example, after being put into
standby mode then made active again). If you do not want this behavior, specify ar esour ce-
sti cki ness of Ofor the clone temporarily and |et the cluster adjust, then set it back to 1 if you
want the default behavior to apply again.

I mportant

If resource-stickiness issetinthersc_defaul ts section, it will apply to clone
instances as well. This means an explicit r esour ce- sti cki ness of Oinrsc_defaul ts
works differently from the implicit default used when r esour ce- sti cki ness is not
specified.

Clone Resource Agent Requirements

Any resource can be used as an anonymous clone, as it requires no additional support from the resource
agent. Whether it makes sense to do so depends on your resource and its resource agent.

Resource Agent Requirements for Globally Unique Clones

Globally unique clones require additional support in the resource agent. In particular, it must only respond
with ${ OCF_SUCCESS} if the node has that exact instance active. All other probes for instances of the
clone should result in ${ OCF_NOT_RUNNI NG} (or one of the other OCF error codes if they are failed).

Individual instances of acloneareidentified by appending acolonand anumerical offset, e.g. apache: 2.

Resource agents can find out how many copies there ae by examining the
OCF_RESKEY_CRM net a_cl one_nax environment variable and which instance it is by examining
OCF_RESKEY_CRM net a_cl one.

The resource agent must not make any assumptions (based on OCF_RESKEY_CRM net a_cl one) about
which numerical instances are active. In particular, the list of active copieswill not always be an unbroken
sequence, nor always start at 0.

Resource Agent Requirements for Promotable Clones

Promotable clone resources require two extra actions, denot e and pr onot e, which are responsible for
changing the state of theresource. Likest art and st op, they should return ${ OCF_SUCCESS} if they
completed successfully or arelevant error codeif they did not.
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The states can mean whatever you wish, but when the resource is started, it must come up in the mode
caled sl ave. From there the cluster will decide which instances to promote to nast er .

In addition to the clone requirements for monitor actions, agents must also accurately report which state

they are in. The cluster relies on the agent to report its status (including role) accurately and does not
indicate to the agent what role it currently believesit to bein.

Table 10.7. Roleimplications of OCF return codes

Monitor Return Code Description
OCF_NOT_RUNNING Stopped
OCF_SUCCESS Running (Slave)
OCF_RUNNING_MASTER Running (Master)
OCF_FAILED_MASTER Failed (Master)
Other Failed (Slave)

Clone Notifications

If the clone has the not i f y meta-attribute set to t r ue, and the resource agent supports the noti fy
action, Pacemaker will call the action when appropriate, passing a number of extravariables which, when
combined with additional context, can be used to cal culate the current state of the cluster and what is about
to happentoiit.

Table 10.8. Environment variables supplied with Clone notify actions

Variable Description
OCF_RESKEY_CRM_meta notify type Allowed values: pr e, post
OCF_RESKEY_CRM_meta notify operation Allowed values: st art , st op
OCF_RESKEY_CRM_meta notify start_resource Resources to be started
OCF_RESKEY_CRM_meta notify stop resource Resources to be stopped
OCF_RESKEY_CRM_meta notify_active resource Resources that are running
OCF_RESKEY_CRM_meta notify_inactive resource Resources that are not running
OCF_RESKEY_CRM_meta notify_start_uname Nodes on which resources will be
started
OCF_RESKEY_CRM_meta notify_stop_uname Nodes on which resources will be
stopped
OCF_RESKEY_CRM_meta notify_active_uname Nodes on which resources are
running

The variables come in pairs, such as OCF_RESKEY CRM neta notify start_resource and
OCF_RESKEY_CRM neta_notify_start_unane,andshouldbetreated asan array of whitespace-
separated elements.

OCF_RESKEY CRM neta_notify inactive resource is an exception, as the matching
unane variable does not exist since inactive resources are not running on any node.

Thus, inorder toindicatethat cl one: 0 will bestartedonsl| es- 1, cl one: 2 will bestartedonsl| es- 3,
and cl one: 3 will be started on sl es- 2, the cluster would set:
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Example 10.9. Notification variables

OCF_RESKEY CRM neta_notify start _resource="clone: 0 clone: 2 cl one: 3"
OCF_RESKEY CRM neta_notify start_unane="sles-1 sles-3 sles-2"

Note

Pacemaker will log but otherwise ignore failures of notify actions.
Interpretation of Notification Variables

Pre-notification (stop):

» Activeresources: $OCF_RESKEY_CRM neta_notify_acti ve_resource

* Inactiveresources: $OCF_RESKEY CRM neta_notify_inactive_resource
» Resourcesto be started: $OCF_RESKEY_CRM neta_notify_start_resource

* Resourcesto be stopped: $OCF_RESKEY_CRM net a_notify_stop_resource

Post-natification (stop) / Pre-notification (start):
* Activeresources
« $OCF_RESKEY CRM neta_notify_acti ve_resource
* minus$OCF_RESKEY_CRM neta_notify_stop_resource
* |nactive resources
« $OCF_RESKEY _CRM neta notify inactive_resource
e plus$OCF_RESKEY_CRM neta_notify_stop_resource
 Resources that were started: $OCF_RESKEY_CRM neta_notify_start_resource
» Resources that were stopped: $OCF_RESKEY_CRM net a_notify_stop_resource
Post-notification (start):
+ Activeresources:
« $OCF_RESKEY CRM neta_notify_acti ve_resource
e minus$OCF_RESKEY_CRM neta_notify_stop_resource
e plus$OCF_RESKEY_CRM neta_noti fy_start_resource
* Inactive resources:
« $OCF_RESKEY_CRM neta_notify_inactive_resource
e plus$OCF_RESKEY_CRM neta_notify_stop_resource
e minus$OCF_RESKEY_CRM neta_notify_start_resource

* Resources that were started: $OCF_RESKEY_CRM neta_notify_start_resource
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Resources that were stopped: $OCF_RESKEY_CRM neta_notify_stop_resource

Extra Notifications for Promotable Clones

Table 10.9. Extra environment variables supplied for promotable clones

Variable Description
OCF_RESKEY_CRM_meta notify _master_resource Resources that are running in
Mast er mode
OCF_RESKEY_CRM_meta notify_slave resource Resources that are running in
Sl ave mode
OCF_RESKEY_CRM_meta notify promote_resource Resources to be promoted
OCF_RESKEY_CRM_meta notify demote resource Resources to be demoted
OCF_RESKEY_CRM_meta notify promote_uname Nodes on which resources will be
promoted
OCF_RESKEY_CRM_meta notify _demote_uname Nodes on which resources will be
demoted
OCF_RESKEY_CRM_meta notify _master_uname Nodes on which resources are

running in Mast er mode

OCF_RESKEY_CRM_meta notify slave_uname Nodes on which resources are

runningin SI ave mode

Interpretation of Promotable Notification Variables

Pre-notification (demote):

Act i ve resources. $OCF_RESKEY_CRM neta_notify_active_resource

Mast er resources: $OCF_RESKEY_CRM neta_noti fy_naster_resource

Sl ave resources: $OCF_RESKEY_CRM neta_noti fy_sl ave_resource

Inactive resources: $OCF_RESKEY_CRM neta_notify_inactive_resource
Resources to be started: $OCF_RESKEY_CRM neta_notify_start _resource
Resources to be promoted: $OCF_RESKEY_CRM net a_noti fy_pronpt e_resource
Resources to be demoted: $OCF_RESKEY_CRM net a_noti fy_denot e_resource

Resources to be stopped: $OCF_RESKEY_CRM net a_notify_stop_resource

Post-notification (demote) / Pre-notification (stop):

Act i ve resources; $OCF_RESKEY_CRM net a_notify_active_resource
Mast er resources:

e $OCF_RESKEY_CRM neta_notify naster_resource
 minus$OCF_RESKEY CRM neta _notify denote_resource

Sl ave resources: $OCF_RESKEY _CRM neta_noti fy_ sl ave_resource
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Inactive resources: $OCF_RESKEY_CRM neta_notify_inactive_resource
Resources to be started: $OCF_RESKEY_CRM neta_notify_start _resource
Resources to be promoted: $OCF_RESKEY_CRM net a_noti fy_pronote_resource
Resources to be demoted: $OCF_RESKEY _CRM neta_noti fy_denpte_resource
Resources to be stopped: $OCF_RESKEY_CRM net a_notify_stop_resource

Resources that were demoted: $OCF_RESKEY_CRM neta_noti fy_denpt e_r esource

Post-notification (stop) / Pre-notification (start)

Act i ve resources:

« $OCF_RESKEY CRM neta_notify_active_resource

* minus$OCF_RESKEY_CRM neta_notify_stop_resource

Mast er resources:

 $OCF_RESKEY_CRM neta_noti fy_master_resource

e minus$OCF_RESKEY CRM neta_notify denpte_resource

Sl ave resources:

* $OCF_RESKEY_CRM neta_noti fy_sl ave_resource

e minus$OCF_RESKEY_CRM neta_notify_stop_resource

I nactive resources:

« $OCF_RESKEY CRM neta_notify_inactive_resource

e plus$OCF_RESKEY_CRM neta_notify_stop_resource

Resources to be started: $OCF_RESKEY_CRM neta_notify_start _resource
Resources to be promoted: $OCF_RESKEY_CRM net a_noti fy_pronote_resource
Resources to be demoted: $OCF_RESKEY _CRM neta_noti fy_denpte_resource
Resources to be stopped: $OCF_RESKEY_CRM net a_notify_stop_resource
Resources that were demoted: $OCF_RESKEY_CRM neta_noti fy_denot e_r esource

Resources that were stopped: $OCF_RESKEY_CRM neta_notify_stop_resource

Post-notification (start) / Pre-notification (promote)

Act i ve resources:
 $OCF_RESKEY_CRM neta_notify_acti ve_resource
* minus$OCF_RESKEY_CRM neta_notify_stop_resource

e plus$OCF_RESKEY_CRM neta_noti fy_start_resource
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* Mast er resources:
« $OCF_RESKEY _CRM neta_notify master _resource
e minus$OCF_RESKEY_CRM net a_noti fy_denot e_resource
» Sl ave resources:
 $OCF_RESKEY _CRM neta_notify_ sl ave resource
* minus$OCF_RESKEY_CRM neta_notify_stop_resource
e plus$OCF_RESKEY_CRM neta_noti fy_start_resource
* Inactive resources:
 $OCF_RESKEY_CRM neta_notify_inactive_resource
e plus$OCF_RESKEY_CRM neta_notify_stop_resource
 minus$OCF_RESKEY CRM neta_notify start_resource
» Resourcesto be started: $OCF_RESKEY_CRM neta_notify_start_resource
» Resourcesto be promoted: $OCF_RESKEY_CRM net a_noti fy_pronot e_resource
» Resourcesto be demoted: $OCF_RESKEY_CRM neta_noti fy_denbte_resource
» Resourcesto be stopped: $OCF_RESKEY_CRM neta_notify_stop_resource
* Resources that were started: $OCF_RESKEY_CRM net a_notify_start_resource
* Resources that were demoted: $OCF_RESKEY _CRM neta_noti fy_denpt e_resource

* Resources that were stopped: $OCF_RESKEY_CRM neta_notify_stop_resource

Post-notification (promote)
» Acti ve resources:
* $OCF_RESKEY_CRM neta_notify_acti ve_resource
e minus$OCF_RESKEY CRM neta_notify stop_resource
e plus$OCF_RESKEY_CRM neta_noti fy_start_resource
* Mast er resources:
« $OCF_RESKEY _CRM neta_notify master _resource
e minus$OCF_RESKEY_CRM net a_noti fy_denot e_resource
e plus$OCF_RESKEY_CRM neta_notify_pronote_resource
» Sl ave resources:
 $OCF_RESKEY_CRM neta_noti fy_sl ave_resource

e minus$OCF_RESKEY_CRM neta_notify_stop_resource
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e plus$OCF_RESKEY_CRM neta_noti fy_start_resource
* minus$OCF_RESKEY _CRM neta_notify_ pronote_resource
* Inactive resources:
* $OCF_RESKEY_CRM neta_notify_inactive_resource
e plus$OCF_RESKEY _CRM neta_notify stop_resource
 minus$OCF_RESKEY CRM neta_notify_start_resource
» Resourcesto be started: $OCF_RESKEY_CRM et a_notify_start_resource
* Resourcesto be promoted: $OCF_RESKEY_CRM neta_noti fy_pronot e_resource
» Resourcesto be demoted: $OCF_RESKEY _CRM neta_noti fy_denbte_resource
* Resourcesto be stopped: $OCF_RESKEY_CRM neta_notify_stop_resource
* Resources that were started: $OCF_RESKEY_CRM net a_notify_start_resource
* Resources that were promoted: $OCF_RESKEY CRM neta _notify pronote_resource
* Resources that were demoted: $OCF_RESKEY_CRM et a_noti fy_denot e_r esour ce

» Resources that were stopped: $OCF_RESKEY_CRM neta_notify_stop_resource

Monitoring Promotable Clone Resources

The usual monitor actions are insufficient to monitor a promotable clone resource, because Pacemaker
needs to verify not only that the resource is active, but also that its actual role matches its intended one.

Define two monitoring actions: the usual one will cover the slave role, and an additional one with
rol e="mast er " will cover the master role.

Example 10.10. Monitoring both states of a promotable clone resour ce

<cl one id="myMast er Rsc" >
<neta_attributes id="myMasterRsc-neta">
<nvpai r name="pronotabl e" val ue="true"/>
</meta_attributes>
<primtive id="nyRsc" class="ocf" type="nyApp" provider="mnyCorp">
<oper ati ons>
<op id="public-ip-slave-check” nane="nonitor" interval ="60"/>
<op id="public-ip-mster-check” name="nonitor" interval ="61" rol e="Master"/>
</ oper ati ons>
</primtive>
</ cl one>

I mportant

It is crucial that every monitor operation has a different interval! Pacemaker currently
differentiates between operations only by resource and interval; so if (for example) a promotable
clone resource had the same monitor interval for both roles, Pacemaker would ignore the
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role when checking the status— which would cause unexpected return codes, and therefore
unnecessary complications.

Determining Which Instance is Promoted

Pacemaker can choose a promotable clone instance to be promoted in one of two ways:

» Promotion scores: These are node attributes set viathe cr m_mast er utility, which generaly would
be called by the resource agent’s start action if it supports promotable clones. This tool automatically
detects both the resource and host, and should be used to set a preference for being promoted. Based
on this, pr onot ed- max, and pr onot ed- node- max, the instance(s) with the highest preference
will be promoted.

» Congtraints: Location constraints can indicate which nodes are most preferred as masters.

Example 10.11. Explicitly preferring nodel to be promoted to master

<rsc_l ocation id="master-|ocation" rsc="nyMasterRsc">
<rule id="master-rule" score="100" rol e="Master">
<expression id="master-exp" attribute="#unane" operation="eq" val ue="nodel"/
</rul e>
</rsc_|l ocation>

Bundles - Isolated Environments

Pacemaker supports a special syntax for launching a container [https://en.wikipedia.org/wiki/Operating-
system-level_virtualization] with any infrastructure it requires. the bundle.

Pacemaker bundles support Docker [https://www.docker.com/], podman [https://podman.iof], and rkt
[https://coreos.com/rkt/] container technologies. 3

Example 10.12. A bundlefor a containerized web server

<bundl e i d="htt pd- bundl e" >
<podnman i mage="pcnk: http" replicas="3"/>
<network ip-range-start="192.168.122. 131"
host - net mask="24"
host-interface="eth0">
<port-mappi ng id="httpd-port" port="80"/>
</ net wor k>
<st orage>
<st or age- mappi ng i d="htt pd-sysl og"
source-dir="/dev/ I og"
target-dir="/dev/Il og"
options="rw'/>
<st or age- mappi ng i d="htt pd-root™"
source-dir="/srv/htm"
target-dir="/var/ww/ htm "
options="rw, Z"/>
<st or age- mappi ng i d="htt pd-1 ogs"

3 Docker isatrademark of Docker, Inc. No endorsement by or association with Docker, Inc. isimplied.
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source-dir-root="/var/ | og/ pacemaker/ bundl es"
target-dir="/etc/ httpd/l ogs"
options="rw, Z"/>
</ st orage>
<primtive class="ocf" id="httpd" provider="heartbeat" type="apache"/>
</ bundl| e>

Bundle Prerequisites

Before configuring a bundle in Pacemaker, the user must install the appropriate container launch

technology (Docker, podman, or rkt), and supply afully configured container image, on every nodeallowed
to run the bundle.

Pacemaker will create an implicit resource of type ocf:heartbeat: docker,

ocf: heart beat : podnman,orocf: heart beat : r kt tomanageabundle scontainer. The user must
ensure that the appropriate resource agent is installed on every node allowed to run the bundle.

Bundle Properties

Table 10.10. XML Attributes of a bundle Element

Attribute Description
id A unique name for the bundle (reguired)
description Arbitrary text (not used by Pacemaker)

A bundle must contain exactly one docker , podman, or r kt element.

Bundle Container Properties

Table10.11. XML attributes of a docker, podman, or rkt Element

Attribute Default Description

i mage Container image tag (required)

replicas Value of pr onot ed- max if | A positive integer specifying the

that is positive, else 1 number of container instances to launch

replicas-per- 1 A positive integer specifying the

host number of container instances allowed
to run on asingle node

pr onot ed- max 0 A non-negative integer that, if positive,
indicates that the containerized service
should be treated as a promotable
service, with this many replicas allowed
to run the service in the master role
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Attribute Default Description

net wor k If specified, thiswill be passed to the
docker run,podman run,orrkt
r un command as the network setting
for the container.

run- conmand [ usr/ sbi n/ pacemaker - |Thiscommand will beruninsidethe
r enot ed if bundle containsa |container when launching it ("PID 1").
primtive,otherwisenone |If thebundlecontainsaprimtive,
this command must start pacemaker-
remoted (but could, for example, be a
script that does other stuff, too).

options Extra command-line options to passto
thedocker run,podnman run,or
rkt run command

Note

Considerations when using cluster configurations or container images from Pacemaker 1.1:

* If the container image has a pre-2.0.0 version of Pacemaker, set r un- conmand to / usr/
sbi n/ pacenaker _r enot ed (note the underbar instead of dash).

* mast ers is accepted as an dlias for pr onot ed- max, but is deprecated since 2.0.0, and
support for it will be removed in afuture version.

Bundle Network Properties

A bundle may optionally contain one <net wor k> element.

Table 10.12. XML attributes of a network Element

Attribute Default Description

add- host TRUE If TRUE, andi p-range- st art isused, Pacemaker
will automatically ensurethat / et ¢/ host s inside
the containers has entries for each replica name and its
assigned IP.

i p-range-start If specified, Pacemaker will create an implicit

ocf: heart beat : | Paddr 2 resource for each
container instance, starting with this IP address,
usinguptor epl i cas sequential addresses. These
addresses can be used from the host’ s network to reach
the service inside the container, though it is not visible
within the container itself. Only 1Pv4 addresses are
currently supported.

host - net mask 32 Ifi p-range-start isspecified, the P addresses
are created with this CIDR netmask (as a number of
bits).

host-interface If i p-range-start isspecified, the P addresses

are created on this host interface (by default, it will be
determined from the | P address).
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Attribute Default Description

control -port 3121 If the bundle containsapri m ti ve, the cluster will
use thisinteger TCP port for communication with
Pacemaker Remote inside the container. Changing
thisis useful when the container is unable to listen

on the default port, for example, when the container
uses the host’ s network rather thani p- r ange-
start (inwhichcaser epl i cas- per-host must
be 1), or when the bundle may run on a Pacemaker
Remote node that is already listening on the default
port. Any PCMK_remote_port environment variable
set on the host or in the container isignored for bundle
connections.

Note
Replicas are named by the bundle id plus a dash and an integer counter starting with zero. For

example, if abundle named ht t pd- bundl e hasr epl i cas=2, its containers will be named
ht t pd- bundl e- 0 and ht t pd- bundl e- 1.

Additionally, anet wor k element may optionally contain one or more por t - mappi ng elements.

Table 10.13. Attributes of a port-mapping Element

Attribute Default Description
id A unigue name for the port mapping (required)
port If thisis specified, connections to this TCP port

number on the host network (on the container’s
assigned IP address, if i p-range-start is
specified) will be forwarded to the container network.
Exactly one of port or r ange must be specified in a
port - nappi ng.

i nternal - port value of If port and this are specified, connectionsto port on
port the host’ s network will be forwarded to this port on the
container network.

range If thisis specified, connections to these TCP port
numbers (expressed asfirst_port-last_port) on the host
network (on the container’ s assigned |P address, if

i p-range-start isspecified) will be forwarded
to the same portsin the container network. Exactly
oneof port orrange must be specifiedinaport -

mappi ng.

Note

If the bundle containsapri ni ti ve, Pacemaker will automatically map thecont r ol - port,
so it is not necessary to specify that port inaport - mappi ng.

Bundle Storage Properties

A bundle may optionally contain one st or age element. A st or age element has no properties of its
own, but may contain one or more st or age- nappi ng elements.
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Table 10.14. Attributes of a storage-mapping Element

Attribute Default Description
id A unique name for the storage mapping (required)
source-dir The absolute path on the host’ s filesystem that will be

mapped into the container. Exactly one of sour ce-
di r and sour ce-di r-r oot must be specifiedina
st or age- mappi ng.

source-dir-root The start of a path on the host’ s filesystem that

will be mapped into the container, using a different
subdirectory on the host for each container instance.
The subdirectory will be named the same as the replica
name. Exactly one of sour ce- di r and sour ce-

di r - r oot must be specified inast or age-

nmappi ng.
target-dir The path name within the container where the host
storage will be mapped (required)
options A comma-separated list of file system mount options to
use when mapping the storage
Note

Pacemaker does not define the behavior if the source directory does not already exist on the host.
However, it is expected that the container technology and/or its resource agent will create the
source directory in that case.

Note

If the bundle contains a pri mtive, Pacemaker will automatically map the equivalent
of source-dir=/etc/pacemaker/aut hkey target-dir=/etc/pacenaker/
aut hkey and source-dir-root=/var/l og/ pacemaker/bundl es target -
di r =/ var/ | og intothe container, soit is not necessary to specify those pathsinast or age-

nmappi ng.
I mportant

The PCMK_aut hkey | ocat i on environment variable must not be set to anything other than
the default of / et ¢/ pacenaker / aut hkey on any node in the cluster.

I mportant
If SELinux isused in enforcing mode on the host, you must ensure the container is allowed to use

any storage you mount into it. For Docker and podman bundles, adding "Z" to the mount options
will create a container-specific label for the mount that allows the container access.

Bundle Primitive

A bundle may optionally contain one primitive resource. The primitive may have operations, instance
attributes, and meta-attributes defined, as usual.
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If abundle contains aprimitiveresource, the container image must include the Pacemaker Remote daemon,
and atleast oneof i p-range-start orcontr ol - port must beconfiguredinthebundle. Pacemaker
will create an implicit ocf: pacenmaker : r enpt e resource for the connection, launch Pacemaker
Remote within the container, and monitor and manage the primitive resource via Pacemaker Remote.

If the bundle has more than one container instance (replica), the primitive resource will function as an
implicit clone— a promotable cloneif the bundle hasmast er s greater than zero.

Note

If you want to pass environment variables to a bundle’'s Pacemaker Remote connection or
primitive, you have two options:

 Environment variables whose value is the same regardless of the underlying host may be set
using the container element’sopt i ons attribute.

 If you want variables to have host-specific values, you can use the st or age- mappi ng
element to map a file on the host as / et c/ pacemaker/pcnk-init.env in the
container. Pacemaker Remote will parse this file as a shell-like format, with variables set as
NAME=VALUE, ignoring blank lines and comments starting with "#".

I mportant

When a bundle has a pri ni ti ve, Pacemaker on all cluster nodes must be able to contact
Pacemaker Remote inside the bundl€e' s containers.

» The containers must have an accessible network (for example, net wor k should not be set to
"none" withaprimtive).

e The default, using a distinct network space inside the container, works in combination with
i p-range- st art.Any firewall must allow accessfrom all cluster nodestothecont r ol -
port onthe container IPs.

* If the container sharesthe host’ s network space (for example, by setting net wor k to "host"), a
uniquecont r ol - port should be specified for each bundle. Any firewall must allow access
from all cluster nodestothecont r ol - port onall cluster and remote node IPs.

Bundle Node Attributes

If the bundlehasapri mi ti ve, the primitive's resource agent may want to set node attributes such as
promotion scores. However, with containers, it is not apparent which node should get the attribute.

If the container uses shared storage that is the same no matter which node the container is hosted on, then
it is appropriate to use the promotion score on the bundle node itself.

On the other hand, if the container uses storage exported from the underlying host, then it may be more
appropriate to use the promotion score on the underlying host.

Since this depends on the particular situation, the cont ai ner-attri but e-t ar get resource meta-
attribute allows the user to specify which approach to use. If it is set to host , then user-defined node
attributes will be checked on the underlying host. If it is anything else, the local node (in this case the
bundle node) is used as usual.
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Thisonly appliesto user-defined attributes; the cluster will always check thelocal nodefor cluster-defined
attributes such as#unane.

If container-attribute-target is host, the cluster will pass additional environment
variables to the primitive's resource agent that alow it to set node attributes appropriately:
CRM neta_container_attribute target (identical to the metaattribute value) and
CRM net a_physi cal _host (the name of the underlying host).

Note

When called by aresource agent, theat t rd_updat er andcrm at t ri but e commandswill
automatically check those environment variables and set attributes appropriately.

Bundle Meta-Attributes

Any meta-attribute set on abundle will beinherited by the bundle' s primitive and any resourcesimplicitly
created by Pacemaker for the bundle.

This includes options such aspriority,target-rol e, andi s- managed. See the section called
“Resource Options” for more information.

Limitations of Bundles

Restarting pacemaker while a bundle is unmanaged or the cluster is in maintenance mode may cause the
bundleto fail.

Bundles may not be explicitly cloned or included in groups. Thisincludes the bundl€' s primitive and any
resourcesimplicitly created by Pacemaker for thebundle. (If r epl i cas isgreater than 1, the bundle will
behave like a clone implicitly.)

Bundles do not have instance attributes, utilization attributes, or operations, though a bundl€e’'s primitive
may have them.

A bundle with a primitive can run on a Pacemaker Remote node only if the bundle uses a distinct
control -port.
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Pacemaker provides multiple ways to simplify the configuration XML by reusing parts of it in multiple
places.

Besides simplifying the XML, this also allows you to manipulate multiple configuration elements with
asingle reference.

Reusing Resource Definitions

If you want to create lots of resources with similar configurations, defining aresource template simplifies
the task. Once defined, it can be referenced in primitives or in certain types of constraints.

Configuring Resources with Templates

The primitives referencing the template will inherit all meta-attributes, instance attributes, utilization
attributes and operations defined in the template. And you can define specific attributes and operations for
any of the primitives. If any of these are defined in both the template and the primitive, the values defined
in the primitive will take precedence over the ones defined in the template.

Hence, resourcetemplateshel p to reduce the amount of configuration work. If any changesare needed, they
can be done to the template definition and will take effect globally in al resource definitions referencing
that template.

Resource templates have a syntax similar to that of primitives.

Example 11.1. Resour ce template for a migratable Xen virtual machine

<tenplate id="vmtenplate" class="ocf" provider="heartbeat" type="Xen">

<neta_attributes id="vmtenplate-neta_attributes">

<nvpair id="vmtenplate-neta_attributes-allowm grate" name="all ownigrate" va
</meta_attributes>
<utilization id="vmtenplate-utilization">

<nvpair id="vmtenplate-utilization-nmenory" nane="nenory" val ue="512"/>
</utilization>
<oper ati ons>

<op id="vmtenpl ate-noni tor-15s" interval ="15s" name="nonitor" timeout="60s"/>
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<op id="vmtenplate-start-0" interval ="0" name="start" timeout="60s"/>
</ oper ati ons>
</tenpl at e>

Once you define aresource template, you can useit in primitives by specifying thet enpl at e property.

Example 11.2. Xen primitive resour ce using a resour ce template

<primtive id="vml" tenplate="vmtenpl ate">
<instance_attributes id="vnil-instance_attributes">
<nvpair id="vml-instance_attributes-nane" name="nanme" val ue="vnl"/>
<nvpair id="vml-instance_attributes-xnfile" nane="xnfile" val ue="/etc/xen/shar
</instance_attributes>
</primtive>

In the example above, the new primitive viml will inherit everything fromvm t enpl at e. For example,
the equivalent of the above two examples would be:

Example 11.3. Equivalent Xen primitive resource not using a resour ce template

<primtive id="vml" class="ocf" provider="heartbeat"” type="Xen">
<nmeta_attributes id="vmtenplate-neta_attributes">
<nvpair id="vmtenplate-neta_attributes-allownm grate" name="all ownigrate" va
</meta_attributes>
<utilization id="vmtenplate-utilization">
<nvpair id="vmtenplate-utilization-nmenory
</utilization>
<oper ati ons>
<op id="vmtenpl ate-nonitor-15s" interval ="15s" name="nonitor" timeout="60s"/>
<op id="vmtenplate-start-0" interval ="0" name="start" timeout="60s"/>
</ oper ati ons>
<instance_attributes id="vnil-instance_attributes">
<nvpair id="vml-instance_attributes-nane" nanme="nanme" val ue="vnl"/>
<nvpair id="vml-instance_attributes-xnfile" nane="xnfile" val ue="/etc/xen/shar
</instance_attributes>
</primtive>

nanme="menory" val ue="512"/>

If you want to overwrite some attributes or operations, add them to the particular primitive's definition.

Example 11.4. Xen resour ce overriding template values

<primtive id="vnmR" tenplate="vmtenpl ate">
<neta_attributes id="vnR-nmeta_attributes">
<nvpair id="vnmR-nmeta_attributes-allow mgrate" nane="all owm grate" val ue="fal
</meta_attributes>
<utilization id="vnR-utilization">
<nvpair id="vnmR-utilization-nmenory" nanme="nmenory" val ue="1024"/>
</utilization>
<instance_attributes id="vnR-instance_ attributes">
<nvpair id="vnR-instance_attributes-nane" nanme="nanme" val ue="vnR"/>
<nvpair id="vnmR-instance_attributes-xnfile" nane="xnfile" val ue="/etc/xen/shar
</instance_attributes>
<oper at i ons>
<op id="vnR-nonitor-30s" interval ="30s" name="nonitor" timeout="120s"/>
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<op id="vnR-stop-0" interval ="0" nanme="stop" timeout="60s"/>
</ oper ati ons>
</primtive>

In the example above, the new primitive vin2 has specia attribute values. Its moni t or operation has a
longert i meout andi nt er val , and the primitive has an additional st op operation.

To see the resulting definition of aresource, run:
# crmresource --query-xm --resource vn
To see theraw definition of aresource in the CIB, run:;

# crmresource --query-xm-raw --resource vnR

Using Templates in Constraints

A resource template can be referenced in the following types of constraints:
» order constraints(seethe section called “ Specifying the Order in which Resources Should Start/Stop”)
» col ocat i on constraints (see the section called “Placing Resources Relative to other Resources”)

* rsc_ticket constraints (for multi-site clusters as described in the section called “ Configuring Ticket
Dependencies’)

Resource templates referenced in constraints stand for all primitives which are derived from that template.
Thismeans, the constraint appliesto all primitive resources referencing the resource template. Referencing
resourcetemplatesin constraintsisan aternativeto resource setsand can simplify the cluster configuration
considerably.

For example, given the example templates earlier in this section:
<rsc_col ocation id="vmtenpl at e-col o-base-rsc" rsc="vmtenplate" rsc-role="Started
would colocate all VMswith base- r sc and isthe equivalent of the following constraint configuration:

<rsc_col ocation id="vmcol o- base-rsc" score="INFI NI TY">
<resource_set id="vmcol o-base-rsc-0" sequential ="fal se" role="Started">
<resource_ref id="vml"/>
<resource_ref id="vm"/>
</resource_set>
<resource_set id="vmcol o-base-rsc-1">
<resource_ref id="base-rsc"/>
</resource_set>
</rsc_col ocati on>

Note

In acolocation constraint, only one template may be referenced from either r sc orwi t h-r sc;
the other reference must be a regular resource.

Using Templates in Resource Sets

Resource templates can also be referenced in resource sets.
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For example, given the example templates earlier in this section, then:

<rsc_order id="orderl1l" score="INFINTY">
<resource_set id="orderl-0">
<resource_ref id="base-rsc"/>
<resource_ref id="vmtenplate"/>
<resource_ref id="top-rsc"/>
</resource_set>
</rsc_order>

is the equivalent of the following constraint using a sequential resource set:

<rsc_order id="orderl1l" score="INFINTY">
<resource_set id="order1l-0">
<resource_ref id="base-rsc"/>
<resource_ref id="vnl"/>
<resource_ref id="vnR"/>
<resource_ref id="top-rsc"/>
</resource_set>
</rsc_order>

Or, if the resources referencing the template can runin parallel, then:

<rsc_order id="order2" score="INFI N TY">
<resource_set id="order2-0">
<resource_ref id="base-rsc"/>
</resource_set>
<resource_set id="order2-1" sequential ="fal se">
<resource_ref id="vmtenplate"/>
</resource_set>
<resource_set id="order2-2">
<resource_ref id="top-rsc"/>
</resource_set>
</rsc_order>

is the equivalent of the following constraint configuration:

<rsc_order id="order2" score="INFINTY">
<resource_set id="order2-0">
<resource_ref id="base-rsc"/>
</resource_set>
<resource_set id="order2-1" sequential ="fal se">
<resource_ref id="vnl"/>
<resource_ref id="vnR"/>
</resource_set>
<resource_set id="order2-2">
<resource_ref id="top-rsc"/>
</resource_set>
</rsc_order>

Reusing Rules, Options and Sets of Operations

Sometimes a number of constraints need to use the same set of rules, and resources need to set the same
options and parameters. To simplify this situation, you can refer to an existing object using ani d- r ef
instead of ani d.
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So if for one resource you have

<rsc_|l ocation id="WebServer-connectivity" rsc="Wbserver">
<rule id="ping-prefer-rule" score-attribute="pingd" >
<expression id="ping-prefer" attribute="pingd" operation="defined"/>
</rul e>
</rsc_l ocation>

Then instead of duplicating the rule for all your other resources, you can instead specify:

Example 11.5. Referencing rulesfrom other constraints

<rsc_l ocation id="WbDB-connectivity" rsc="WhbDB">
<rule id-ref="ping-prefer-rule"/>
</rsc_|l ocation>

I mportant

The cluster will insist that ther ul e exists somewhere. Attempting to add a reference to a non-
existing rulewill causeavalidation failure, aswill attempting toremovear ul e that isreferenced
elsewhere.

The same principle applies for ret a_attri but es andi nstance_attri but es asillustrated in
the exampl e below:

Example 11.6. Referencing attributes, options, and oper ationsfrom other resour ces

<primtive id="nySpecial Rsc" class="ocf" type="Special" provider="ne">
<instance_attributes id="nySpecial Rsc-attrs" score="1" >
<nvpair id="default-interface" nane="interface" val ue="eth0"/>
<nvpair id="default-port" nane="port" val ue="9999"/>
</instance_attributes>
<neta_attributes id="nmySpeci al Rsc-options">
<nvpair id="failure-tineout" name="failure-tinmeout" val ue="5nt"/>
<nvpair id="mgration-threshold" nane="m gration-threshold" val ue="1"/>
<nvpair id="stickiness" nane="resource-stickiness" val ue="0"/>
</meta_attributes>
<operations id="health-checks">
<op id="heal t h-check" name="nonitor" interval ="60s"/>
<op id="heal t h-check" nanme="nonitor" interval ="30m n"/>
</ oper ati ons>
</primtive>
<primtive id="nyQherl Rsc" class="ocf" type="CQther" provider="ne">
<instance_attributes id-ref="nmySpecial Rsc-attrs"/>
<nmeta_attributes id-ref="nySpecial Rsc-options"/>
<operations id-ref="health-checks"/>
</primtive>

i d-ref can similarly be used with resource_set (in any constraint type), nvpair, and
operations.

Tagging Configuration Elements

Pacemaker allows you to tag any configuration element that has an XML ID.
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The main purpose of tagging isto support higher-level user interface tools; Pacemaker itself only usestags
within constraints. Therefore, what you can do with tags mostly depends on the tools you use.

Configuring Tags
A tagissimply anamed list of XML IDs.

Example 11.7. Tag referencing three resour ces

<t ags>
<tag id="all-vns">
<obj _ref id="vnl"/>
<obj _ref id="vnR"/>
<obj _ref id="vnB"/>
</tag>
</tags>

What you can do with this new tag depends on what your higher-level tools support. For example, atool
might allow you to enable or disable all of the tagged resources at once, or show the status of just the
tagged resources.

A single configuration element can be listed in any number of tags.

Using Tags in Constraints and Resource Sets

Pacemaker itself only usestagsin constraints. If you supply atag nameinstead of a resource namein any
constraint, the constraint will apply to all resources listed in that tag.

Example 11.8. Constraint using atag
<rsc_order id="orderl1l" first="storage" then="all-vnms" ki nd="Mandatory" />

In the example above, assuming the al | - vins tag is defined as in the previous example, the constraint
will behave the same as:

Example 11.9. Equivalent constraints without tags

<rsc_order id="order1l-1" first="storage" then="vml" ki nd="Mandatory" />
<rsc_order id="order1l-2" first="storage" then="vnR" ki nd="Mandatory" />
<rsc_order id="order1l-3" first="storage" then="vnR" ki nd="Mandatory" />

A tag may be used directly in the constraint, or indirectly by being listed in a resource set used in the
constraint. When used in aresource set, an expanded tag will honor the set’ssequent i al property.
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Pacemaker decides where to place a resource according to the resource allocation scores on every node.
The resource will be allocated to the node where the resource has the highest score.

If the resource allocation scores on all the nodes are equal, by the default placement strategy, Pacemaker
will choose a node with the least number of allocated resources for balancing the load. If the number of
resources on each nodeis equal, thefirst eligible node listed in the CIB will be chosen to run the resource.

Often, in real-world situations, different resources use significantly different proportions of a node's
capacities(memory, I/O, etc.). We cannot balance theload ideally just according to the number of resources
allocated to a node. Besides, if resources are placed such that their combined requirements exceed the
provided capacity, they may fail to start completely or run with degraded performance.

To take these factors into account, Pacemaker allows you to configure:
1. The capacity a certain node provides.
2. The capacity a certain resource requires.

3. Anoverdl strategy for placement of resources.

Utilization attributes

To configure the capacity that a node provides or a resource requires, you can use utilization attributes
innode and r esour ce objects. You can name utilization attributes according to your preferences and
define as many namefvalue pairs as your configuration needs. However, the attributes values must be
integers.

Example 12.1. Specifying CPU and RAM capacities of two nodes

<node id="nodel" type="normal" uname="nodel">
<utilization id="nodel-utilization">
<nvpair id="nodel-utilization-cpu" name="cpu" val ue="2"/>
<nvpair id="nodel-utilization-nenmory" name="nmenory" val ue="2048"/>
</utilization>
</ node>
<node id="node2" type="normal" uname="node2">
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<utilization id="node2-utilization">
<nvpair id="node2-utilization-cpu" name="cpu" val ue="4"/>
<nvpair id="node2-utilization-nenory" name="nmenory" val ue="4096"/>
</utilization>
</ node>

Example 12.2. Specifying CPU and RAM consumed by several resour ces

<primtive id="rsc-small" class="ocf" provider="pacemaker" type="Dunmy">
<utilization id="rsc-small-utilization">
<nvpair id="rsc-small-utilization-cpu" nane="cpu" val ue="1"/>
<nvpair id="rsc-small-utilization-menory" name="nenory" val ue="1024"/>
</utilization>
</primtive>
<primtive id="rsc-medi um class="ocf" provider="pacemaker" type="Dumy">
<utilization id="rsc-nmediumutilization">
<nvpair id="rsc-mediumutilization-cpu" name="cpu" val ue="2"/>
<nvpair id="rsc-mediumutilization-nenory" name="nenory" val ue="2048"/>
<futilization>
</primtive>
<primtive id="rsc-large" class="ocf" provider="pacemaker" type="Dunmy">
<utilization id="rsc-large-utilization">
<nvpair id="rsc-large-utilization-cpu" nane="cpu" val ue="3"/>
<nvpair id="rsc-large-utilization-menory" name="nenory" val ue="3072"/>
<futilization>
</primtive>

A node is considered eligible for a resource if it has sufficient free capacity to satisfy the resource’s
requirements. The nature of the required or provided capacitiesis completely irrelevant to Pacemaker — it
just makes surethat all capacity requirements of aresource are satisfied before placing aresourceto anode.

Placement Strategy

After you have configured the capacities your nodes provide and the capacities your resources require,
you need to set the pl acenent - strat egy in the global cluster options, otherwise the capacity
configurations have no effect.

Four values are available for the pl acenent - st r at egy:

def aul t Utilization values are not taken into account at all. Resources are allocated
according to alocation scores. If scores are equal, resources are evenly
distributed across nodes.

utilization Utilization values are taken into account only when deciding whether a node
is considered dligible (i.e. whether it has sufficient free capacity to satisfy the
resource’s requirements). Load-balancing is still done based on the number of
resources allocated to a node.

bal anced Utilization values are taken into account when deciding whether a node is
eligible to serve aresource and when |oad-balancing, so an attempt is made to
spread the resources in away that optimizes resource performance.

m ni mal Utilization values are taken into account only when deciding whether a node
is eligible to serve a resource. For load-balancing, an attempt is made to
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concentrate the resources on as few nodes as possible, thereby enabling
possible power savings on the remaining nodes.

Setpl acenment - strat egy withcrm attri but e:
# crmattribute --nanme placenment-strategy --update bal anced

Now Pacemaker will ensuretheload from your resourceswill be distributed evenly throughout the cluster,
without the need for convoluted sets of colocation constraints.

Allocation Detalls

Which node is preferred to get consumed first when
allocating resources?

» The node with the highest node weight gets consumed first. Node weight is a score maintained by the
cluster to represent node health.

« If multiple nodes have the same node weight:

e If pl acenment - strat egy isdefaul t orutilizati on,thenodethat hastheleast number of
allocated resources gets consumed first.

« If their numbers of alocated resources are equal, the first eligible node listed in the CIB gets
consumed first.

« If pl acenent - st r at egy isbal anced, the node that has the most free capacity gets consumed
first.

« If thefree capacitiesof the nodesare equal, the node that hasthe least number of allocated resources
gets consumed first.

« If their numbers of allocated resources are equal, the first eligible node listed in the CIB gets
consumed first.

e If pl acenent - strat egy ismi ni nal , the first eligible node listed in the CIB gets consumed
first.

Which node has more free capacity?

If only one type of utilization attribute has been defined, free capacity is a simple numeric comparison.

If multiple types of utilization attributes have been defined, then the node that is numerically highest in
the the most attribute types has the most free capacity. For example:

» If nodeAhasmorefreecpus, and nodeB has more free menor y, then their free capacities are equal.

* If nodeA hasmorefreecpus, while nodeB has more free menor y and st or age, then nodeB has
more free capacity.

Which resource is preferred to be assigned first?

e Theresourcethat hasthehighest pri ori t y (seethe section called “ Resource Options’) gets allocated
first.
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« If their priorities are equal, check whether they are already running. The resource that has the highest
score on the node where it’ s running gets allocated first, to prevent resource shuffling.

« |If the scores above are equal or the resources are not running, the resource has the highest score on the
preferred node gets all ocated first.

« If the scores above are equal, the first runnable resource listed in the CIB gets allocated first.

Limitations and Workarounds

The type of problem Pacemaker is dealing with here is known as the knapsack problem [http://
en.wikipedia.org/wiki/Knapsack_problem] and falls into the NP-complete [http://en.wikipedia.org/wiki/
NP-complete] category of computer science problems— afancy way of saying "it takesareally long time
to solve".

Clearly in aHA cluster, it's not acceptable to spend minutes, let alone hours or days, finding an optimal
solution while services remain unavailable.

So instead of trying to solve the problem completely, Pacemaker uses a best effort algorithm for
determining which node should host aparticular service. Thismeansit arrivesat asol ution much faster than
traditional linear programming a gorithms, but by doing so at the price of leaving some services stopped.

In the contrived example at the start of this section:

* rsc-snmal | would be alocated to nodel

* rsc-nmedi umwould be allocated to node2

* rsc-| ar ge would remain inactive

Which isnot ideal.

There are various approaches to dealing with the limitations of pacemaker’s placement strategy:

Ensure you have sufficient physical capacity. It might sound obvious, but if the physical
capacity of your nodesis (closeto) maxed out
by the cluster under normal conditions, then
failover isn't going to go well. Even without
the utilization feature, you'll start hitting
timeouts and getting secondary failures.

Build some buffer into the capabilities advertised by the  Advertise dightly more resources than we

nodes. physicaly have, on the (usually valid)
assumption that aresource will not use 100%
of the configured amount of CPU, memory
and so forth all the time. This practice is
sometimes called overcommit.

Specify resource priorities. If the cluster is going to sacrifice services,
it should be the ones you care about
(comparatively) the least. Ensure that
resource priorities are properly set so that
your most important resources are scheduled
first.
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By default, the r oot user or any user in the hacl i ent group can modify Pacemaker’'s CIB without
restriction. Pacemaker offers access control lists (ACLS) to provide more fine-grained authorization.

Prerequisites

In order to use ACLS:

» The Pacemaker software must have been compiled with ACL support. If the output of the command
pacenmakerd --features containsacl s, your installation supports ACLSs.

» Desired users must have user accountsinthehacl i ent group on al nodesin the cluster.

« If your CIB was created before Pacemaker 1.1.12, it may need to be updated to the current schemausing
ci badm n --upgrade inorder to use the syntax documented here.

» Theenabl e- acl cluster option must be set to true.

Configuration

ACLs are specified within an acl s element of the CIB. The acl s element may contain any number of
acl _role,acl _target,andacl _group elements.

Roles

An ACL roleisacollection of permissions allowing or denying access to particular portions of the CIB.

Table 13.1. Properties of an ACL Role

Attribute Description
id A unique name for the role (required)
description Arbitrary text (not used by Pacemaker)

Anacl _rol e element may contain any number of acl _per nmi ssi on elements.

120



Access Control Lists (ACLS)

Table 13.2. Properties of an ACL Permission

Attribute Description

id A unique name for the permission (required)

description Arbitrary text (not used by Pacemaker)

ki nd The access being granted. Allowed valuesarer ead, wr i t e, and deny.

A value of wr i t e grants both read and write access.

obj ect-type The name of an XML element in the CIB to which the permission
applies. (Exactly one of obj ect -t ype, xpat h,andr ef erence
must be specified for a permission.)

attribute If specified, the permission applies only to obj ect - t ype elements
that have this attribute set (to any value). If not specified, the permission
appliesto all obj ect -t ype elements. May only be used with

obj ect -t ype.

ref erence The ID of an XML element in the CIB to which the permission applies.
(Exactly one of obj ect -t ype, xpat h, and r ef er ence must be
specified for a permission.)

xpat h An XPath [https://www.w3.0rg/ TR/xpath-10/] specification selecting
an XML element in the CIB to which the permission applies. Attributes
may be specified in the XPath to select particular elements, but the
permissions apply to the entire element. (Exactly one of obj ect -
type, xpat h, andr ef er ence must be specified for a permission.)

I mportant

» Permissions are applied to the selected XML element’s entire XML subtree (all elements
enclosed within it).

» Write permission grants the ability to create, modify, or remove the element and its subtree,
and also the ability to create any "scaffolding” elements (enclosing elements that do not have
attributes other than an 1D).

» Permissions for more specific matches (more deeply nested elements) take precedence over
more general ones.

« If multiple permissions are configured for the same match (for example, in different roles
applied to the same user), any deny permission takes precedence, then wr i t e, then lastly
read.

ACL Targets and Groups

ACL targets correspond to user accounts on the system.

Table 13.3. Properties of an ACL Target

Attribute Description

id The name of auser on the system (required)

ACL groups may be specified, but are not currently used by Pacemaker. This is expected to change in
afuture version.
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Table 13.4. Properties of an ACL Group

Attribute Description

id The name of agroup on the system (required)

Eachacl _target andacl _gr oup element may contain any number of r ol e elements.

Table 13.5. Properties of an ACL Role Reference

Attribute Description
id Thei d of anacl _r ol e element that specifies permissions granted to
the enclosing target or group

I mportant
Ther oot and hacl ust er user accounts always have full access to the CIB, regardless of

ACLs. For other user accounts, when enabl e- acl istrue, permissionto all parts of the CIB is
denied by default (permissions must be explicitly granted).

ACL Examples

<acl s>
<acl _role id="read_ all">
<acl _perm ssion id="read_all-cib" kind="read" xpath="/cib" />
</acl _rol e>

<acl _role id="operator">

<acl _perm ssion id="operator-nmai ntenance- node" ki nd="wite"
xpat h="//crm confi g// nvpai r[ @ane=" mai nt enance-node' |" />

<acl _perm ssion id="operator-nmaintenance-attr" kind="wite"
xpat h="//nvpai r [ @ane="' mai nt enance' 1" />

<acl _perm ssion id="operator-target-role" kind="wite"
xpat h="//resources//meta_attri butes/nvpair[ @ame="target-role']" />

<acl _perm ssion id="operator-is-managed"” kind="wite"
xpat h="//resources// nvpair[ @anme="'is-nanaged' 1" />

<acl _perm ssion id="operator-rsc_|location" kind="wite"
obj ect-type="rsc_|l ocation" />

</ acl _rol e>
<acl _role id="adm ni strator">
<acl _perm ssion id="adm nistrator-cib" kind="wite" xpath="/cib" />

</ acl _rol e>

<acl _role id="m ni mal ">
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<acl _perm ssion id="m ni mal - st andby"” ki nd="read"
description="all ow readi ng standby node attribute (pernmanent or transie
xpat h="//instance_attri butes/nvpair[ @ane='standby']"/>

<acl _perm ssion id="m ni mal - mai nt enance"” ki nd="read"
description="al |l ow readi ng mai nt enance node attri bute (permanent or tra
xpat h="//nvpai r [ @ane="' mai nt enance' "/ >

<acl _perm ssion id="m nimal -target-role" kind="read"
description="all ow readi ng resource target roles”
xpat h="//resources// meta_attri butes/nvpair[ @anme="target-role']"/>

<acl _perm ssion id="m ni mal -i s-managed” ki nd="read"
description="all ow readi ng resource managed st atus"
xpat h="//resources//meta_attri butes/nvpair[ @anme="is-nmanaged' |"/>

<acl _perm ssion id="m ni mal -deny-instance-attributes"” kind="deny"
xpat h="//instance_attributes"/>

<acl _perm ssion id="m ni mal -deny-neta-attributes" kind="deny"
xpath="//nmeta_attributes"/>

<acl _perm ssion id="m ni mal -deny-operations” kind="deny"
xpat h="// operations"/ >

<acl _perm ssion id="m ni mal -deny-utilization" kind="deny"
xpath="//utilization"/>

<acl _perm ssion id="m ni mal - nodes" ki nd="read"
description="all ow readi ng node names/IDs (attributes are deni ed separa
xpat h="/ci b/ confi guration/ nodes"/>

<acl _perm ssion id="m ni mal -resources" ki nd="read"
description="all ow readi ng resource nanes/agents (paraneters are denied
xpat h="/ci b/ confi guration/resources"/>

<acl _perm ssion id="m ni mal -deny-constraints" ki nd="deny"
xpat h="/ci b/ confi guration/constraints"/>

<acl _perm ssion id="m ni mal - deny-topol ogy" ki nd="deny"
xpat h="/ci b/ confi gurati on/fenci ng-topol ogy"/ >

<acl _perm ssion id="m ni mal -deny-op_defaults" ki nd="deny"
xpat h="/ci b/ confi guration/op_defaul ts"/>

<acl _perm ssion id="m ni mal -deny-rsc_defaul ts" kind="deny"
xpat h="/ci b/ confi guration/rsc_defaults"/>

<acl _perm ssion id="m ni mal -deny-al erts"” ki nd="deny"
xpat h="/ci b/ confi guration/alerts"/>

<acl _perm ssion id="m ni mal -deny-acl s" ki nd="deny"
xpat h="/ci b/ confi guration/acls"/>
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<acl _perm ssion id="m ni mal -ci b" ki nd="read"
description="allow reading cib element and crmconfig/status sections”
xpat h="/ci b"/ >

</acl _rol e>

<acl _target id="alice">
<role id="mniml"/>
</ acl _target>

<acl _target id="bob">
<role id="read_ all"/>
</ acl _target>

<acl _target id="carol">
<role id="read all"/>
<role id="operator"/>
</ acl _target>

<acl _target id="dave">
<role id="adm nistrator"/>
</ acl _target>

</ acl s>

In the above example, theuser al i ce hasthe minimal permissions necessary to run basic Pacemaker CLI
tools, including using cr m_non to view the cluster status, without being able to modify anything. The
user bob can view the entire configuration and status of the cluster, but not make any changes. The user
car ol can read everything, and change selected cluster properties as well as resource roles and location
congtraints. Finally, dave hasfull read and write access to the entire CIB.

Looking at themi ni mal rolein moredepth, itisdesigned to allow read accesstotheci b tagitself, while
denying accessto particular portions of its subtree (which is the entire CIB).

This is because the DC node isindicated in the ci b tag, so cr m_non will not be able to report the DC
otherwise. However, this does change the security model to allow by default, since any portions of the
CIB not explicitly denied will be readable. The ci b read access could be removed and replaced with read
accessto just thecr m confi g and st at us sections, for a safer approach at the cost of not seeing the
DC in status output.

For a simpler configuration, the mi ni mal role allows read access to the entire cr m_conf i g section,
which contains cluster properties. It would be possible to allow read access to specific properties instead
(such as st oni t h- enabl ed, dc- uui d, have- quor um and cl ust er - nane) to restrict access
further while still allowing status output, but cluster properties are unlikely to be considered sensitive.
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Most users never need to understand the contents of the status section and can be happy with the output
fromcr m non.

However for those with a curious inclination, this section attempts to provide an overview of its contents.

Node Status

In addition to the cluster’s configuration, the CIB holds an up-to-date representation of each cluster node
inthe st at us section.

Example 14.1. A bare-bones status entry for a healthy node cl-virt-1

<node_state id="1" unane="cl-virt-1" in_ccrm="true" crnmd="online" crmdebug-origi
<transient_attributes id="1"/>
<lrmid="1"/>

</ node_st at e>

Users are highly recommended not to modify any part of a node's state directly. The cluster will
periodically regenerate the entire section from authoritative sources, so any changes should be done with
the tools appropriate to those sources.

Table 14.1. Authoritative Sourcesfor State I nfor mation

CIB Object Authoritative Source
node_state pacemaker-controld
transient _attributes pacemaker-attrd

lrm pacemaker-execd

The fields used in the node_st at e objects are named as they are largely for historical reasons and are
rooted in Pacemaker’ s origins as the resource manager for the older Heartbeat project. They haveremained
unchanged to preserve compatibility with older versions.

Table 14.2. Node Status Fields

Field Description
id Unique identifier for the node. Corosync-based clusters use a numeric
counter.
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Field Description

uname The node' s name as known by the cluster

in_ccm Is the node a member at the cluster communication layer? Allowed values:
true,fal se.

crnd Isthe node a member at the pacemaker layer? Allowed values. onl i ne,
of fline.

crm debug- The name of the source function that made the most recent change (for

origin debugging purposes).

join Does the node participate in hosting resources? Allowed values: down,

pendi ng, menber , banned.

expect ed Expected valuefor j oi n.

The cluster uses these fields to determine whether, at the node level, the node is healthy or isin afailed
state and needs to be fenced.

Transient Node Attributes

Like regular node attributes, the name/value pairslisted inthet r ansi ent _att ri but es section help
to describe the node. However they are forgotten by the cluster when the node goes offline. This can be
useful, for instance, when you want a node to be in standby mode (not able to run resources) just until
the next reboot.

In addition to any valuesthe administrator sets, the cluster will also storeinformation about failed resources
here.

Example 14.2. A set of transient node attributesfor node cl-virt-1

<transient_attributes id="cl-virt-1">
<instance_attributes id="status-cl-virt-1">
<nvpair id="status-cl-virt-1-pingd" name="pingd" val ue="3"/>
<nvpair id="status-cl-virt-1-probe_conpl ete" name="probe conpl ete" value="tru
<nvpair id="status-cl-virt-21-fail-count-pingd: 0. nonitor_30000" name="fail-cou
<nvpair id="status-cl-virt-1-last-failure-pingd:0" nanme="last-failure-pingd:0
</instance_attributes>
</transient_attributes>

In the above example, we can see that a monitor on the pi ngd: 0 resource has failed once, at 09:22:22
UTC 6 April 2009. 1 We also see that the node is connected to three pingd peers and that all known
resources have been checked for on this machine (pr obe_conpl et e).

Operation History

A node’ s resource history isheld inthel r m r esour ces tag (achild of thel r mtag). The information
stored here includes enough information for the cluster to stop the resource safely if it isremoved from the
confi gur at i on section. Specifically, theresource'si d, cl ass, t ype and pr ovi der are stored.

1 You can use the standard dat e command to print a human-readable version of any seconds-since-epoch value, for example date -d
@239009742.
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Example 14.3. A record of theapcst oni t h resource
<Irmresource id="apcstonith" type="apcnastersnnmp" class="stonith"/>

Additionally, we store the last job for every combination of r esour ce, acti on andi nt erval . The
concatenation of the valuesin thistuple are used to create theid of thel r m r sc_op object.

Table 14.3. Contentsof an| rm_r sc_op job

Field Description
id

Identifier for the job constructed from the resource’'si d,
operationandinterval .

call-id
Thejob'sticket number. Used as a sort key to determine the order in
which the jobs were executed.

operation
The action the resource agent was invoked with.

i nterval
The frequency, in milliseconds, at which the operation will be
repeated. A one-off job isindicated by 0.

op-status
Thejob's status. Generally thiswill be either O (done) or -1
(pending). Rarely used in favor of r c- code.

rc-code
The job’ s result. Refer to the Resource Agents section of Pacemaker
Administration for details on what the values here mean and how they
areinterpreted.

| ast-run

Machine-local date/time, in seconds since epoch, at which the job
was executed. For diagnostic purposes.

| ast -rc-change

Machine-local date/time, in seconds since epoch, at which the job
first returned the current value of r c- code. For diagnostic purposes.

exec-tinme

Time, in milliseconds, that the job was running for. For diagnostic
pUrposes.

gqueue-ti me

Time, in seconds, that the job was queued for in the LRMd. For
diagnostic purposes.

crmfeature_set
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Field Description

The version which this job description conforms to. Used when
processing op- di gest .

transition-key

A concatenation of the job’ s graph action number, the graph number,
the expected result and the UUID of the controller instance that
scheduled it. Thisisused to constructt r ansi ti on- magi ¢
(below).

transition-nagic

A concatenation of thejob’sop- st at us, rc- code and
transition- key. Guaranteed to be unique for the life of the
cluster (which ensuresit is part of CIB update notifications) and
contains all the information needed for the controller to correctly
analyze and process the completed job. Most importantly, the
decomposed elements tell the controller if the job entry was expected
and whether it failed.

op- di gest

An MD5 sum representing the parameters passed to the job. Used to
detect changes to the configuration, to restart resources if necessary.

crm debug-origin

The origin of the current values. For diagnostic purposes.

Simple Operation History Example

Example 14.4. A monitor operation (determines current state of theapcst oni th
I esour ce)

<Irmresource id="apcstonith" type="apcnastersnnmp" class="stonith">
<Irmrsc_op id="apcstonith _nonitor_ 0" operation="nonitor" call-id="2"

rc-code="7" op-status="0" interval ="0"
crm debug-ori gi n="do_update_resource" crmfeature_set="3.0.1"
op- di gest =" 2e3da9274d3550dc6526f b24bf cbcba0"
transition-key="22:2:7:2668bbeb- 06d5- 40f 9- 936d- 24cb7f 87006a"
transiti on-magi c="0:7;22: 2:7: 2668bbeb- 06d5- 40f 9- 936d- 24cb7f 87006a"
| ast-run="1239008085" | ast-rc-change="1239008085" exec-ti ne="10" queue-tine="0

</l rmresource>

In the above example, the job is a non-recurring monitor operation often referred to as a "probe” for the
apcst oni t h resource.

The cluster schedules probes for every configured resource on a node when the node first starts, in order
to determine the resource’ s current state before it takes any further action.

Fromthetr ansi ti on- key, we can seethat this was the 22nd action of the 2nd graph produced by this
instance of the controller (2668bbeb-06d5-40f9-936d-24ch7f87006a).

The third field of thet r ansi t i on- key contains a 7, which indicates that the job expects to find the
resource inactive. By looking at ther c- code property, we see that this was the case.
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As that is the only job recorded for this node, we can conclude that the cluster started the resource

elsewhere.
Complex Operation History Example

Example 14.5. Resour ce history of a pi ngd clone with multiple jobs

<l rmresource id="pingd: 0" type="pingd" class="ocf" provider="pacemaker">

<lrmrsc_op id="pingd: O_nonitor_30000" operation="nonitor" call-id="34"

rc-code="0" op-status="0" interval ="30000"
crm debug- ori gi n="do_update_resource" crmfeature set="3.0.1"
transition-key="10:11: 0: 2668bbeb- 06d5- 40f 9- 936d- 24cb7f 87006a"

| ast-run="1239009741" | ast-rc-change="1239009741" exec-tine="10" queue-tine="0

<Irmrsc_op id="pingd: 0_stop_0" operation="stop"

crm debug-ori gi n="do_update_resource" crmfeature_set="3.0.1" call-id="32"

rc-code="0" op-status="0" interval="0"
transition-key="11:11: 0: 2668bbeb- 06d5- 40f 9- 936d- 24cb7f 87006a"

| ast-run="1239009741" | ast-rc-change="1239009741" exec-tine="10" queue-tine="0

<lrmrsc_op id="pingd: 0_start_0O" operation="start" call-id="33"
rc-code="0" op-status="0" interval ="0"
crm debug- ori gi n="do_update_resource" crmfeature_set="3.0.1"

transition-key="31:11: 0: 2668bbeb- 06d5- 40f 9- 936d- 24cbh7f 87006a"

| ast-run="1239009741" | ast-rc-change="1239009741" exec-tine="10" queue-tine="0

<Irmrsc_op id="pingd: 0_nonitor_0" operation="nonitor" call-id="3"
rc-code="0" op-status="0" interval ="0"
crm debug- ori gi n="do_update_resource" crmfeature set="3.0.1"

transition-key="23:2:7:2668bbeb- 06d5- 40f 9- 936d- 24cb7f 87006a"

| ast-run="1239008085" | ast-rc-change="1239008085" exec-ti ne="20" queue-tine="0

</l rmresource>

When more than one job record exists, it is important to first sort them by cal | - i d before interpreting
them.

Once sorted, the above example can be summarized as:

1. A non-recurring monitor operation returning 7 (not running), withacal | -i d of 3
2. A stop operation returning O (success), withacal | - i d of 32

3. A start operation returning O (success), withacal | - i d of 33

4. A recurring monitor returning 0 (success), withacal | -i d of 34

The cluster processes each job record to build up a picture of the resource’ s state. After thefirst and second
entries, it is considered stopped, and after the third it considered active.

Based on the last operation, we can tell that the resource is currently active.

Additionally, from the presence of a st op operation with alower cal | -i d than that of the st art
operation, we can conclude that the resource has been restarted. Specifically thisoccurred as part of actions
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11 and 31 of transition 11 from the controller instance with the key 2668bbeb... Thisinformation can
be helpful for locating the relevant section of the logs when looking for the source of afailure.
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Chapter 15. Multi-Site Clusters and
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Apart from local clusters, Pacemaker also supports multi-site clusters. That means you can have multiple,
geographically dispersed sites, each with alocal cluster. Failover between these clusters can be coordinated
manually by the administrator, or automatically by a higher-level entity called a Cluster Ticket Registry
(CTR.

Challenges for Multi-Site Clusters

Typically, multi-site environments are too far apart to support synchronous communication and data
replication between the sites. That leads to significant challenges:

» How do we make sure that a cluster site is up and running?
» How do we make sure that resources are only started once?

» How do we make sure that quorum can be reached between the different sites and a split-brain scenario
avoided?

» How do we manage failover between sites?
» How do we deal with high latency in case of resources that need to be stopped?

In the following sections, learn how to meet these challenges.

Conceptual Overview

Multi-site clusters can be considered as “overlay” clusters where each cluster site corresponds to a cluster
node in atraditional cluster. The overlay cluster can be managed by a CTR in order to guarantee that any
cluster resource will be active on no more than one cluster site. Thisis achieved by using tickets that are
treated as failover domain between cluster sites, in case a site should be down.

Thefollowing sections explain theindividual components and mechanismsthat were introduced for multi-
site clusters in more detail.
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Ticket

Dead

Tickets are, essentidly, cluster-wide attributes. A ticket grants the right to run certain resources on a
specific cluster site. Resources can be bound to acertainticket by r sc_t i cket constraints. Only if the
ticket isavailable at a site can the respective resources be started there. Vice versa, if theticket is revoked,
the resources depending on that ticket must be stopped.

The ticket thus is similar to a site quorum, i.e. the permission to manage/own resources associated with
that site. (One can aso think of the current have- quor umflag as a specia, cluster-wide ticket that is
granted in case of node majority.)

Tickets can be granted and revoked either manually by administrators (which could be the default for
classic enterprise clusters), or viathe automated CTR mechanism described below.

A ticket can only be owned by one site at atime. Initially, none of the sites has aticket. Each ticket must
be granted once by the cluster administrator.

The presence or absence of tickets for a site is stored in the CIB as a cluster status. With regards to a
certain ticket, there are only two states for a site: t r ue (the site has the ticket) or f al se (the site does
not have the ticket). The absence of a certain ticket (during the initial state of the multi-site cluster) isthe
same asthevaluef al se.

Man Dependency

A site can only activate resources safely if it can be sure that the other site has deactivated them. However
after aticket is revoked, it can take along time until all resources depending on that ticket are stopped
"cleanly", especially in case of cascaded resources. To cut that process short, the concept of a Dead Man
Dependency was introduced.

If adead man dependency isinforce, if aticket isrevoked from asite, the nodesthat are hosting dependent
resources are fenced. This considerably speeds up the recovery process of the cluster and makes sure that
resources can be migrated more quickly.

This can be configured by specifying al oss- pol i cy="fence" inrsc_ti cket constraints.

Cluster Ticket Registry

A CTR is a coordinated group of network daemons that automatically handles granting, revoking, and
timing out tickets (instead of the administrator revoking the ticket somewhere, waiting for everything to
stop, and then granting it on the desired site).

Pacemaker does not implement its own CTR, but interoperates with external software designed for that
purpose (similar to how resource and fencing agents are not directly part of pacemaker).

Participating clusters run the CTR daemons, which connect to each other, exchange information about
their connectivity, and vote on which sites gets which tickets.

A ticket is granted to asite only once the CTR is sure that the ticket has been relinquished by the previous
owner, implemented via a timer in most scenarios. If a site loses connection to its peers, its tickets time
out and recovery occurs. After the connection timeout plus the recovery timeout has passed, the other sites
are alowed to re-acquire the ticket and start the resources again.

This can also be thought of as a"quorum server”, except that it is not asingle quorum ticket, but several.
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Configuration Replication

As usual, the CIB is synchronized within each cluster, but it is not synchronized across cluster sites of a
multi-site cluster. Y ou have to configure the resources that will be highly available across the multi-site
cluster for every site accordingly.

Configuring Ticket Dependencies

Thersc_ti cket constraint lets you specify the resources depending on a certain ticket. Together with
the constraint, you can set al oss- pol i cy that defines what should happen to the respective resources
if the ticket is revoked.

The attribute | oss- pol i cy can have the following values:

» fence: Fencethenodesthat are running the relevant resources.
e st op: Stoptherelevant resources.

» freeze: Do nothing to the relevant resources.

« denot e: Demote relevant resources that are running in master mode to slave mode.

Example 15.1. Constraint that fencesnodeif t i cket Aisrevoked
<rsc_ticket id="rscl-reqg-ticketA" rsc="rscl" ticket="ticketA" |oss-policy="fence"/

The example above creates a constraint with the ID r sc1-req- ti cket A. It defines that the resource
rscl dependsonti cket A and that the node running the resource should be fenced if ti cket Ais
revoked.

If resource r sc1 were a promotable resource (i.e. it could run in master or slave mode), you might want
to configure that only master mode dependsont i cket A. With the following configuration, r sc1 will
be demoted to slave modeif t i cket Aisrevoked:

Example 15.2. Constraint that demotesr sc1ifti cket Aisrevoked
<rsc_ticket id="rscl-req-ticketA" rsc="rscl" rsc-role="Master" ticket="ticketA" |Io

You can create multipler sc_t i cket constraints to let multiple resources depend on the same ticket.
However, rsc_ti cket aso supports resource sets (see the section called “ Resource Sets’), so one can
easily list all theresourcesinoner sc_ti cket constraint instead.

Example 15.3. Ticket constraint for multiple resour ces

<rsc_ticket id="resources-dep-ticketA" ticket="ticketA" |oss-policy="fence">
<resource_set id="resources-dep-ticketA-0" role="Started">
<resource_ref id="rscl"/>
<resource_ref id="groupl"/>
<resource_ref id="clonel"/>
</resource_set>
<resource_set id="resources-dep-ticketA-1" role="Master">
<resource_ref id="nsl"/>
</resource_set>
</rsc_ticket>
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In the example above, there are two resource sets, so we can list resources with different roles in a
singlersc_ti cket constraint. There's no dependency between the two resource sets, and there’'s no
dependency among the resources within aresource set. Each of the resources just dependsont i cket A.

Referencing resource templatesinr sc_t i cket constraints, and even referencing them within resource
sets, is also supported.

If you want other resources to depend on further tickets, create as many constraints as necessary with
rsc_ticket.

Managing Multi-Site Clusters

Granting and Revoking Tickets Manually

You can grant tickets to sites or revoke them from sites manually. If you want to re-distribute a ticket,
you should wait for the dependent resources to stop cleanly at the previous site before you grant the ticket
to the new site.

Usethecr m ti cket command linetool to grant and revoke tickets.
To grant aticket to this site:

# crmticket --ticket ticketA --grant

To revoke aticket from this site:

# crmticket --ticket ticketA --revoke

| mportant

If you are managing tickets manually, usethecr m t i cket command with great care, because
it cannot check whether the same ticket is already granted el sewhere.

Granting and Revoking Tickets via a Cluster Ticket
Registry

We will use Booth [https://github.com/ClusterL abs/booth] here as an example of software that can be
used with pacemaker as a Cluster Ticket Registry. Booth implements the Raft [http://en.wikipedia.org/
wiki/Raft_%28computer_science29] algorithm to guarantee the distributed consensus among different
cluster sites, and manages the ticket distribution (and thus the failover process between sites).

Each of the participating clusters and arbitrators runs the Booth daemon boot hd.

An arbitrator is the multi-site equivalent of a quorum-only node in alocal cluster. If you have a setup
with an even number of sites, you need an additional instance to reach consensus about decisions such
as failover of resources across sites. In this case, add one or more arbitrators running at additional sites.
Arbitrators are single machines that run a booth instance in a special mode. An arbitrator is especially
important for a two-site scenario, otherwise there is no way for one site to distinguish between a network
failure between it and the other site, and afailure of the other site.

The most common multi-site scenario is probably amulti-site cluster with two sites and asingle arbitrator
on athird site. However, technically, there are no limitations with regards to the number of sites and the
number of arbitrators involved.
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Boot hd at each site connects to its peers running at the other sites and exchanges connectivity details.
Once articket is granted to a site, the booth mechanism will manage the ticket automatically: If the site
which holds the ticket is out of service, the booth daemons will vote which of the other sites will get the
ticket. To protect against brief connection failures, sitesthat |ose the vote (either explicitly or implicitly by
being disconnected from the voting body) need to relinquish theticket after atime-out. Thus, itismadesure
that aticket will only bere-distributed after it has been relinquished by the previous site. The resourcesthat
depend on that ticket will fail over to the new site holding the ticket. The nodes that have run the resources
before will be treated according to thel oss- pol i cy you set withinther sc_t i cket constraint.

Before the booth can manage a certain ticket within the multi-site cluster, you initially need to grant it
to a site manually via the boot h command-line tool. After you have initially granted a ticket to a site,
boot hd will take over and manage the ticket automatically.

| mportant

The boot h command-line tool can be used to grant, list, or revoke tickets and can be run on
any machinewhere boot hd isrunning. If you are managing tickets via Booth, use only boot h
for manual intervention, not cr m t i cket . That ensuresthe sameticket will only be owned by
one cluster site at atime.

Booth Requirements
* All clustersthat will be part of the multi-site cluster must be based on Pacemaker.
» Boothmust beinstalled on al cluster nodesand on all arbitratorsthat will be part of the multi-site cluster.

* Nodes belonging to the same cluster site should be synchronized via NTP. However, time
synchronization is not required between the individual cluster sites.

General Management of Tickets

Display the information of tickets:

# crmticket --info

Or you can monitor them with:

# crm.on --tickets

Display ther sc_t i cket constraints that apply to aticket:

# crmticket --ticket ticketA --constraints

When you want to do maintenance or manual switch-over of aticket, revoking the ticket would trigger
thelosspolicies. If | oss- pol i cy="f ence", the dependent resources could not be gracefully stopped/
demoted, and other unrelated resources could even be affected.

The proper way is making the ticket standby first with:

# crmticket --ticket ticketA --standby

Then the dependent resources will be stopped or demoted gracefully without triggering the loss policies.
If you have finished the maintenance and want to activate the ticket again, you can run:

# crmticket --ticket ticketA --activate
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For more information

* SUSE's Geo Clustering quick start [https:.//www.suse.com/documentation/sle-ha-geo-12/
art_ha_geo_quick/data/art_ha_geo_quick.html]

 Booth [https://github.com/ClusterL abs/booth]
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Empty

Example A.1. An Empty Configuration

<cib crmfeature_set="3.0.7" validate-w th="pacenaker-1.2" adm n_epoch="1" epoch="
<confi guration>
<crm config/ >
<nodes/ >
<resources/ >
<constraints/>
</ configuration>
<status/>
</ ci b>

Simple

Example A.2. A simple configuration with two nodes, some cluster options and a
resour ce

<cib crmfeature_set="3.0.7" validate-w th="pacenaker-1.2" adm n_epoch="1" epoch="
<confi guration>
<crm confi g>
<cluster_property_set id="cib-bootstrap-options">
<nvpair id="option-1" nanme="symetric-cluster" value="true"/>
<nvpair id="option-2" name="no-quoruntpolicy" val ue="stop"/>
<nvpair id="option-3" name="stonith-enabl ed" val ue="0"/>
</cluster_property_set>
</crmconfig>
<nodes>
<node id="xxx" uname="c001n0l1" type="normal"/>
<node id="yyy" uname="c001n02" type="normal"/>
</ nodes>
<resour ces>
<primtive id="nyAddr" class="ocf" provider="heartbeat" type="IPaddr">
<oper at i ons>
<op id="nmyAddr-nonitor" name="nonitor" interval ="300s"/>
</ oper ati ons>
<i nstance_attri butes id="nyAddr-parans">
<nvpair id="nyAddr-ip" nane="ip" value="192.0.2.10"/>
</instance_attributes>
</primtive>
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</resources>
<constraints>
<rsc_l ocation id="myAddr-prefer” rsc="nyAddr" node="c001n01" score="INFIN TY
</ constraints>
<rsc_defaul t s>
<nmeta_attributes id="rsc_defaults-options">
<nvpair id="rsc-default-1" name="resource-stickiness" val ue="100"/>
<nvpair id="rsc-default-2" name="m gration-threshold" val ue="10"/>
</meta_attributes>
</rsc_defaul ts>
<op_def aul t s>
<nmeta_attributes id="op_defaults-options">
<nvpair id="op-default-1" nane="timeout" val ue="30s"/>
</meta_attributes>
</ op_defaul t s>
</ configuration>
<status/>
</ ci b>

In the above example, we have one resource (an | P address) that we check every five minutes and will run
on host c001n01 until either the resource fails 10 times or the host shuts down.

Advanced Configuration

Example A.3. An advanced configuration with groups, clonesand STONITH

<cib crmfeature_set="3.0.7" validate-w th="pacenaker-1.2" adm n_epoch="1" epoch="
<confi guration>
<crm confi g>
<cluster_property_set id="cib-bootstrap-options">
<nvpair id="option-1" name="symetric-cluster" value="true"/>
<nvpair id="option-2" name="no-quorunt policy" val ue="stop"/>
<nvpair id="option-3" nanme="stonith-enabl ed" value="true"/>
</cluster_property_set>
</crmconfig>
<nodes>
<node id="xxx" uname="c001n0l1" type="normal"/>
<node id="yyy" uname="c001n02" type="normal"/>
<node id="zzz" uname="c001n03" type="normal"/>
</ nodes>
<resources>
<primtive id="nyAddr" class="ocf" provider="heartbeat" type="IPaddr">
<oper ati ons>
<op id="myAddr-nonitor"” name="nonitor" interval ="300s"/>
</ oper ati ons>
<instance_attributes id="nyAddr-attrs">
<nvpair id="nyAddr-attr-1" nanme="ip" val ue="192.0.2.10"/>
</instance_attributes>
</primtive>
<group id="nyG oup">
<primtive id="database" class="I1sb" type="oracle">
<oper ati ons>
<op i d="dat abase-nonitor" nanme="nonitor" interval ="300s"/>
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</ oper ati ons>
</primtive>
<primtive id="webserver" class="|sb" type="apache">
<oper at i ons>
<op id="webserver-nmonitor" name="nonitor" interval ="300s"/>
</ oper ati ons>
</primtive>
</ group>
<cl one i d="STONI TH'>
<nmeta_attributes id="stonith-options">
<nvpair id="stonith-option-1" name="gl obal | y-uni que" val ue="fal se"/>
</meta_attributes>
<primtive id="stonithclone" class="stonith" type="external/ssh">
<oper ati ons>
<op id="stonith-op-nmon" name="nonitor" interval ="5s"/>
</ oper ati ons>
<instance_attributes id="stonith-attrs">
<nvpair id="stonith-attr-1" nane="hostlist" val ue="c001n01, c001n02"/ >
</instance_attributes>
</primtive>
</ cl one>
</ resources>
<constraints>
<rsc_|l ocation id="myAddr-prefer” rsc="nyAddr" node="c001n01"
score="I NFINI TY"/>
<rsc_colocation id="group-with-ip" rsc="nmyGoup” wth-rsc="nyAddr"
score="I NFINI TY"/>
</ constraints>
<op_def aul t s>
<neta_attributes id="op_defaults-options">
<nvpair id="op-default-1" nane="timeout" val ue="30s"/>
</meta_attributes>
</ op_defaul t s>
<rsc_defaul t s>
<nmeta_attributes id="rsc_defaults-options">
<nvpair id="rsc-default-1" name="resource-stickiness" val ue="100"/>
<nvpair id="rsc-default-2" name="m gration-threshold" val ue="10"/>
</meta_attributes>
</rsc_defaul ts>
</ configuration>
<status/>
</ ci b>
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